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Executive Summary 

The purpose of this deliverable is to report to the LASIE consortium on any changes on the 
technological, regulatory and societal levels that might be of importance in the LASIE prototype and its 
further development. The work reported in this deliverable was done under WP2, as part of the task 
T2.2 (Privacy Monitoring). The structure contains four main sections, the first two reporting on the 
technological landscape and change, and the two next sections focus on legislative and societal 
change, respectively. Finally, we provide recommendations drawn from the above analysis, and 
formulates advice on how to take into consideration the societal issues raised by LASIE (data 
protection, ethics, privacy and so on). The deliverable ultimately asks what, if anything, has changed 
on any of these levels and in what way this is relevant to the LASIE project?  

The first main section corresponds to the need, as formulated in Deliverable D2.1, to develop a 
module in the LASIE framework that will deal with ethical and regulatory concerns, and presents the 
Ethics and Digital Evidence (EDE) module. It can be explained as ñfiltersò that regulate and limit the 
normal functionalities of the prototype to assist law enforcement agencies in analysis of evidence, and 
implemented in a centralized module. The section on technological change reports that LASIE will be 
playing a key role in the evolution of the MPEG standardization activity (namely standardized ways to 
orchestrate media information in a security environment), and in the continued successful 
implementation of Deep Learning technologies to LASIE development. The reform of the EU data 
protection framework, in particular GDPR (General Data Protection Regulation), is presented in the 
next section, as is the Police and Criminal Justice Data Protection Directive and the Network and 
Information Systems (NIS) Directive on common cyber security standards. The former introduces new 
mandatory legal and extra-legal tools for protection: data protection by design (DPbD), data protection 
by default, privacy- and data protection impact assessments and mandatory DPO. We also discuss 
the legal status of digital evidence and individual rights in criminal proceedings. The fourth section 
looks at societal change and acceptability: if and why this should be taken into consideration for 
LASIE.  

The deliverable finally lists seven broad recommendations consistent with the foregoing analysis. 
These are: 

1) The LASIE consortium takes into consideration the three óchangingô factors ï the society, 
technology and regulation ï into its work. 

2) The LASIE consortium ensures the LASIE prototype is compatible with the new European 
personal data protection framework. 

3) The LASIE consortium ensures the LASIE prototype adheres to national security standards 
developed under the new Directive on security of network and information systems (NIS). 

4) The LASIE consortium ensures the LASIE prototype is able to demonstrate the logics that 
lead to an arrest and/or detention of an accused person as well the evidence available. 

5) The LASIE consortium ensures the LASIE prototype handles digital evidence in accordance 
with the principles of authenticity, completeness, reliability, believability and proportionality. 

6) The LASIE consortium continuously monitors the developments in the area of digital evidence. 

7) The LASIE consortium ensures the LASIE prototype is continuously assessed against a broad 
range of societal values, including not only ethical notions (privacy, data protection, ethics of 
surveillance), but also acceptance of a given society in which the LASIE prototype would be 
deployed. 

These recommendations will be re-visited at the conclusion of the LASIE project, i.e. with Deliverable 
D2.3 in October 2017. 
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1 Introduction 

1.1 Concept of this report 

This deliverable contributes to the on-going work carried out as part of Task 2.2: Privacy Monitoring, 
whose overall aim is to provide guidance to the LASIE consortium in respect to fundamental rights, 
ethics, and societal issues.  

Hence, the present report is about a technological, regulatory and factual change that affects both the 
LASIE prototype and the process of its development. The said change has occurred between early 
2015 and August 2016, i.e. between the first LASIE background report on ethical and otherwise 
regulatory requirements (D2.1), as well as state-of-the-art ótechnicalô deliverables (D4.1 and D6.1), on 
the one hand, and the due date of submission of the present deliverable (D2.2), on the other. 

Our observations about the change concern Europe understood broadly, i.e. European Union (EU) 
and European Economic Area (EEA) and Switzerland, as well as external factors impacting European 
affairs. 

The report is structured as follows: 

1) Section 2: Reporting on the development and implementation of the Ethics and Digital 
Evidence (EDE) module for the LASIE prototype (technological landscape). This includes 
short public description of the EDE module ï predominantly for a non-technical audience ï and an 
initial self-assessment of how the EDE module permits to translate the ólegalô into the ótechnicalô. In 
other words: what has been done to develop the EDE module and how efficient it is in practice? 

2) Section 3: Analytical overview of the current changes at technological levels (technological 
change). This part involves presentations of the recent technological developments that impact 
both the LASIE prototype and the process of its development. In other words, what has changed 
from the technology viewpoint that is relevant for LASIE? 

3) Section 4: Analytical overview of the current changes at legislative and societal levels 
(regulatory and societal change). This includes the presentation of the new EU data protection 
framework, recent case law and other relevant developments in politics and society at large. This 
part also explores recent societal debates concerning large-scale surveillance practices. In other 
words, what has changed from the regulatory and societal viewpoint that is relevant for LASIE? 

4) Section 5: Recommendations based on the above-mentioned analysis: how the change in 
technology, regulation and society impacts the LASIE prototype and the process of its 
development? This part provides further advice on how to safeguard the societal concerns raised 

by LASIE (ethics, privacy, data protection, criminal evidence law, etc.) 

In this report we treat ótechnologyô and ósocietyô separately. This separation is somewhat arbitrary, as 
many issues concern changes that are at the same time technological and societal, but it has the 
advantage of clarity of the main drivers at stake. We further distinguish between substantive and 
procedural change. The former concerns regulatory and factual needs that have occurred, the latter ï 
their reflection in legislation and policies. For example, the passing of the General Data Protection 
Regulation (GDPR) would be a procedural change reflecting the societal need for ï ideally ï a higher 
level of privacy and personal data protection (i.e. substantive change). 

This deliverable will be updated and revisited at the end of the LASIE project (Deliverable D2.3), when 
the development of the LASIE prototype will be close to finalization. Meanwhile, this deliverable aims 
to open a broader discussion about what elements, affecting the development of LASIE, have 
changed and how they would be impacting this process of development. 

In the remainder of Section 1, we briefly elaborate how the notion of óchangeô is understood in 
philosophy as well as what are the objects of óchangeô, if looked from our perspective. In other words, 
what the change is and what does change? These are: the society, technology and regulation. This 
shows the potential to use change as lens to better understand the possible challenges faced by a 
research project like LASIE. 
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1.2 ¢ƘŜ ƴƻǘƛƻƴ ƻŦ ΨŎƘŀƴƎŜΩ ƛƴ ǇƘƛƭƻǎƻǇƘȅ 

In Greek philosophy, Heraclitus (6th century BCE) operates with a law of change that states that things 
are ever-moving, and that the world consists of things in motion. They exist even though, and because 
of, this constant change. For example, one way to understand this is that when stepping into the river, 
you stand in a different river at any given moment.1 According to Heraclitus, this was precisely what 
constitutes a river, the constant flow of water, making it specifically a river rather than a lake or an 
ocean. In other words, Heraclitus did not necessarily believe that all things change, but that the 
constant flow of some things enables the existence of others. This flow, although misquoted and 
criticized by many, he called ñpanta rheiò, the on-going flux that is the very nature of human life. In 
Heraclitus' philosophical thought, change is the only unchanging thing. 

In a similar fashion, others argue that the coming into existence of something means the going out of 
existence of something else. To a certain extent Heraclitus accepts this, believing in what he called 
the ñUnification of Oppositesò. Day becomes night and night becomes day, dry becomes wet and wet 
becomes dry; these are opposites insofar as they replace each other. They each take over the state of 
the other, according to Heraclitus, and are interchangeable in a series of transformations. In the 
context of this report, what is useful for us to extract is not the way Heraclitus believed that things 
transform from one state to the opposite, but that this process, like the river, is ever-moving and at any 
given moment will look somewhat different than any other given moment. 

1.3 ¢ƘŜ ƻōƧŜŎǘǎ ƻŦ ΨŎƘŀƴƎŜΩ 

1.3.1 Society, surveillance and security 

The way the society functions is not a constant. The needs of a given society, the values, their 
perception and their attitudes constantly change. In our context, it is important to understand ï what of 
these needs, values, perceptions and attitudes ï a given society, in a given time, has towards the 
notions of surveillance and security, both óurbanô and óstateô. 

Surveillance is not a novelty, but a set of activities which can be traced back to very different socio-
technical practices: from the creation of prisons to the development of regimes of classification and the 
introduction of accounting systems. Over time, plenty of definitions thereof have been developed, e.g. 
Clarke sees surveillance as ñ[é] the systematic investigation or monitoring of the actions or 
communications of one or more personsò.2 More analytically, Lyon defines surveillance as: 

ñthe focused, systematic and routine attention to personal details for purposes of influence, 

management, protection or direction. Surveillance directs its attention in the end to individuals 

(even though aggregate data, such as those available in the public domain, may be used to build up 

a background picture). It is focused. By systematic, I mean that this attention to personal details is 

not random, occasional or spontaneous; it is deliberate and depends on certain protocols and 

techniques. Beyond this, surveillance is routine; it occurs as a ónormalô part of everyday life in all 

societies that depend on bureaucratic administration and some kinds of information technologyò 

(Lyon 2007: 14). 

Lyonôs definition pinpoints to the fact that surveillance is, to a large extent, about managing change: to 
detect change, to control or reduce (specific kinds of) change, to instigate or suggest (specific kinds 
of) change, to protect from (specific kinds of) change, etc. This may cast a light on why security 
measures increasingly rely on some kinds of data processing activity: the promise of collecting and 
analysing data is that of becoming able to control movements, flows and transactions concerning 
people and things, without hampering their very circulation, and possibly even promoting it. 

This is particularly evident in many European policy initiatives in the field of counter-terrorism, fight 
against crime and border controls. For example, in 2016 the European Parliament and the Council 
have adopted a directive setting up a pan-European system to collect, process, store and exchange 
passenger name records (PNR) of travellers on EU-bound flights: these data will be used to both carry 

                                                      
1 Philosophy for Change, https://philosophyforchange.wordpress.com/2008/04/07/heraclitus-on-change/. 
2 Clarke 1997, http://www.rogerclarke.com/DV/Intro.html.  

https://philosophyforchange.wordpress.com/2008/04/07/heraclitus-on-change/
http://www.rogerclarke.com/DV/Intro.html
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out ex-post and ad hoc identifications, but also to generate profiles and flag those individuals that have 
to go to secondary controls.3 In other words, the aim is not to reduce the number of passengers but 
rather to automatically sift information to direct and tailor security action on those deemed a potential 
threat. 

The normality of data-driven security measures, however, is found to have been developing gradually 
in different societies, in accordance with societal values, e.g. influenced by concrete events such as 
mass shootings or suicide bomb attacks. The occurrence of terrorist attacks, in Europe and 
elsewhere, continues to spark discussions about privacy and the acceptability of surveillance 
measures. Acceptability of surveillance is often explored in the aftermaths of such events, and 
research suggests that people generally display more willingness to be surveilled (LASIE Project 
2015), although ï as discussed in Section 4.2 ï this is not always the case. Furthermore, it is not 
possible to take a straightforward normative position in respect to surveillance. As noted by Lyon, 
surveillance both looks after and looks over. In other words, surveillance is about both caring and 
controlling. It is respectively concerned with steering or protecting a given behaviour, and with 
controlling how such behaviour evolves (Lyon 1994). Moreover, surveillance is a crucial and 
constituent element of advanced liberal societies, so that what is generally at stake is not its total 
rejection or embrace, but rather the forms it takes, its purposes and its scope in relation to 
fundamental rights and other values. 

For example, the classic notion of the 'trade-off' between ósecurity givenô on the one hand, and óprivacy 
takenô on the other, illustrates how these concepts, both constituents in surveillance debates, are not 
fixed. While the ótrade-offô between security and privacy has been both contested and praised by 
different scholars, we should not assume that it is a zero-sum weighing, but rather two dynamic and 
flexible concepts that changes according to, and in parallel with, society. 

For the continued development of LASIE, this relates to the notion of regarding security as a feeling 
rather than a fact, i.e. as a dynamic concept and not a factual constant. Perceptions change, as we 
will see, depending on the context in which they are generated ï and as contexts differ too, security 
perceptions and public acceptance for surveillance, are in continuous motion. 

1.3.2 Technology  

It would have been easy if technology and the society were of a constant nature. Conversely they are 
in constant change. They both progress at their own pace, and do not necessarily synchronise nor 
converge. Furthermore, social needs and technology is developing faster than regulation. Mooreôs 
Law is a perfect example thereof: Mooreôs observation that the number of transistors in a dense 
integrated circuit doubles approximately every two years (Moore 1965) have ñtransformed computing 
from a rare and expensive venture into a pervasive and affordable necessityò, causing ï at the same 
time ï a need to re-invent (a lot of) the law. Think, for example, of societal acceptability: it is not a 
static thing and what is considered acceptable for a certain societal group or population varies across 
cultures and time. Consequently, regulation, if needed and/or desired, must address the needs and 
desires of the given society in a given time. Therefore, with the ever-changing nature of society, 
human rights ï and this includes privacy ï face a need for continuous evolution in order to address 
new challenges. In other words, human rights are situated and contextual rights: they take shape in 
certain societies at certain moments of time (De Hert and Kloza 2012). 

1.3.3 Regulation  

ñRegulationò is the third of our objects of change. By ñregulationò we deploy its political science 
meaning, that is ñsustained and focused control exercised by a public authority over activities valued 
by the communityò (Selznick 1985, 363), ñthe ability of A to get B to do something that B would not 
otherwise do, or not do something B would normally doò (Freiberg 2010, 84), or ñthe intentional use of 
authority to affect behaviour of a different party according to set standards, involving instruments of 

                                                      
3 Directive (EU) 2016/681 of the European Parliament and of the Council of 27 April 2016 on the Use of Passenger Name 

Record (PNR) Data for the Prevention, Detection, Investigation and Prosecution of Terrorist Offences and Serious Crime. OJ  

L 119, 04.05.2016, p. 132. 
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information-gathering and behaviour modificationò (Black 2001, 1). All these definitions focus on 
different aspects of regulation, but indisputably all have one element in common: that regulation is ña 
way of controlling societyò (Hood 1983, 4). Note that these definitions are silent as to the ultimate goal 
of regulation. 

The way how ñregulationò is related to ñchangeò is that it needs to take into account the status quo of 
the needs, values, perceptions and attitudes a given society in a given time (on the one hand), and the 
status quo and the pace of the development of the technology (on the other). Figure 1 illustrates this 
interdependence.  

 

Figure 1: Interdependence of óchangingô factors to the development of the LASIE prototype. 

The realisation about the existence of the factors and of their correlations are of utmost importance for 
the development of a smart surveillance tools like the LASIE prototype. 

society

needs

values perceptions

attitudes

technologyregulation
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2 Status quo: technological landscape ς the Ethics and Digital 
Evidence (EDE) module 

2.1 Overview 

The aim of the LASIE project is to design and implement an open and expandable framework that will 

significantly facilitate the investigation process of the analysts, by providing an automated initial 

analysis of the vast amounts of heterogeneous forensic data, guiding the investigation procedure 

through the incorporation of a recommendation functionality and interacting with the user though an 

efficient and user-friendly interface. In this sense, LASIE is a forensic, i.e. ex post, surveillance tool, as 

opposed to pre-emptive, i.e. ex ante, tool. All the above will be performed under the condition that all 

relevant regulatory and ethical restrictions are satisfied and the digital evidence is admissible in 

European courts of law. 

The types of data handled by the LASIE prototype range from simple identifiable pictures of people to 

more sensitive data such as skin colour, and other information which might be protected by laws. 

These regulations may differ depending on the context of the usage of the system (criminal 

investigation) and the location of such usage. In parallel, the process leading to the development of 

the LASIE prototype raises numerous societal concerns, such as protection of personal data used to 

develop and test the prototype. This heterogeneity necessitates a two-layer approach, which is 

illustrated by Figure 2. Regulations and standards applicable thereto are thoroughly analysed in 

Deliverable D2.1, describing regulatory and ethical guidelines on research and data handling. 

 

Figure 2: LASIEôs approach to addressing societal challenges 

The said deliverable D2.1 further concludes with the need to develop a dedicated module in the LASIE 

architecture that will deal with ethical (encompassing privacy and personal data protection) and legal 

(i.e. admissibility of evidence in the courts of law in Europe in a digital form). These ñcontrolsò are put 

on top of ñnormalò, technical functionalities that define the concept beyond the prototype, i.e. helping 

law enforcement agencies in analysis of evidence. Therefore, these controls would work as a ñfilterò, 

limiting the ñnormalò functionalities of the prototype. Because they touch upon ethics and digital 
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evidence law, they have been called ñEDE filtersò. The logics thereof is described in Figure 3 and its 

actual implementation ï in Sections 2.2. 

 

Figure 3: The Ethics and Digital Evidence (EDE) module 

2.2 Implementation 

To address the heterogeneity of regulatory and ethical requirements, a set of security requirements 

and security policies is defined in section 5 of the document D2.1. These policies should be configured 

for each deployment of the LASIE system, according to the applicable laws. The implementation of 

these security requirements and policies is achieved through security controls that must be 

implemented throughout the LASIE system. 

The deployment of these security controls in every LASIE module would not be practical, as it would 

mean that every module would have to be reconfigured at deployment and there would have to be an 

effective means to synchronize the definitions and integrations between the modules so as to 

eliminate the possibility of security flaws due to gaps or inconsistencies between the security controls 

of each module. 
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For these reasons, we opted to implement all security controls in a centralized module, named ñEthics 

and Digital Evidenceò module. It sits at the centre of the system and talks with all relevant modules, 

ensuring the implementation of the correct policies and thus the conformity of the system with relevant 

legal, ethical and privacy regulations. 

The Ethics and Digital Evidence (EDE) module is 

implemented as a centralized Web Service offering a 

XACML4 interface that implements the following functions:  

Á Act as a controller on WHO can access WHAT under 

which CONDITIONS and for what PURPOSE; 

Á Log all accesses to data for accountability purposes; 

Á Implements a set of security policies that are 

configured at runtime to allow the adaptation for 

different deployment scenarios. 

The EDE module implements a policy-based approach to 

manage data, relevant information and services access 

control. Policies will be compliant to the trust mechanisms 

that will be defined according to EU and national ethical and ethical regulatory requirements. 

The usage of XACML standard for the description of the access policies means that every policy is 

written in a universal and portable language. The XACML version to be used is 3.0.5 Policies written in 

XACML refer to access rights given to XML objects under a specified set of conditions, to specific 

actors, for a defined purpose, as depicted above.  

The implementation of the EDE module relies upon a set of components described below: 

                                                      
4 XACML ï eXtensible Access Control Markup Language is an open source standard to define a core schema and 

corresponding namespace for the expression of authorization policies in XML (Extensible Mark-up Language) against 

objects that are themselves identified in XML. The standard can be downloaded from https://www.oasis-

open.org/committees/tc_home.php?wg_abbrev=xacml.  
5 Cf. http://docs.oasis-open.org/xacml/3.0/xacml-3.0-core-spec-os-en.pdf. 

Figure 4: Policies are defined using the open 
standard XACML 

https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=xacml
https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=xacml
http://docs.oasis-open.org/xacml/3.0/xacml-3.0-core-spec-os-en.pdf
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Á Policy Administration Point (PAP): This component allows the definition of XACML policies by 

the information stakeholders. Defined policies are stored in the XACML Policy Repository;  

Á Policy Enforcement Point (PEP): The Policy Enforcement Point submit XACML requests to the 

XACML Policy Decision Point and enforces corresponding decisions by authorizing or denying 

access to the protected resources; 

Á Policy Decision Point (PDP): This component receives requests from the Policy Enforcement 

Point, and dispatches it to the XACML engine configured to evaluate requests. 

From a userôs point of view, the operation of the EDE module is transparent. When using the 

functionalities of LASIE, all relevant operations are forwarded by the system to the EDE module that 

replies with an ñallowedò or ñdeniedò response. If allowed, the operation moves forward, if denied the 

user is directed to an error message. 

Figure 4: Interaction between the EDE components 
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This is represented in the following diagrams: 

 

Figure 6: Example XACML policy request: permit 

 

Figure 7: Example XACML policy request: deny 
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The EDE module is implemented in the LASIE architecture as a ñpolicy snifferò that intercepts every 

request and acts based on the defined policies. This is implemented by the PEP as a Java based 

REST6 client, which is a software component that intercepts access requests and queries the PDP 

component regarding the applicable access policies. 

The other components (PDP and PAP) are FIWARE framework based software components. FIWARE 

is a middleware platform, driven by the European Union, for the development and global deployment 

of applications for Future Internet. The API specification of FIWARE is open and royalty-free. The 

objective of FIWARE is to facilitate a cost-effective creation and delivery of Future Internet applications 

and services in a variety of areas. 

These components deal with the administration of the policy repository and answering queries from 

the PDP. 

The technical implementation of the EDE module is depicted below: 

 

Figure 8: Interaction between components (technical level) 

2.3 Effectiveness 

2.3.1 Authentication and access control 

Access to information handled by the LASIE prototype must be firmly restricted to authorized 

personnel. These restrictions must be flexible as to allow the definition of access lists to selected types 

of information, to selected cases or selected records. For instance, it must be possible to configure the 

access control to only allow investigators involved in a specific case access to the matter under 

investigation. 

Identification of users in LASIE must be done using technical means that ensure the secure 

authentication of all authorized personnel. To this end, strong authentication based on two factors 

such as based on smart cards and digital certificates is practiced. 

                                                      
6 Representational State Transfer (REST) is a style of architecture based on a set of principles that describe how networked 

resources are defined and addressed. These principles were first described in 2000 by Roy Fielding as part of his doctoral 

dissertation. REST is an alternative to SOAP and JavaScript Object Notation (JSON). Cf. 

http://www.ics.uci.edu/~fielding/pubs/dissertation/rest_arch_style.htm.  

http://www.ics.uci.edu/~fielding/pubs/dissertation/rest_arch_style.htm
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The EDE module enforces that only authenticated users are allowed to access information. While it 

does not implement authentication technology per se, the Policy Enforcement Point (PEP) expects all 

requests to come with the identification of the user. Any request failing this requirement is denied. 

Regarding access control, the policy database must be fed with the relevant rules for the legislation 

where the system is deployed. For instance, in some countries only law enforcement agents allocated 

to a specific criminal case can access information on the case, while on others all elements can 

access the information provided they submit a reason for the access. The Policy Decision Point will 

deal with this by checking if the user is in the approved userôs list in the first case or if the user has 

submitted a purpose for the access in the second case. 

2.3.2 Encryption 

The encryption of personal data is a security control that allows access control to be implemented on a 

record-by-record base. Without encryption, the circumvention of access controls implemented on the 

application level may be possible, for instance by system or backup operators. Encryption must be 

implemented in a way to ensure that only people who are allowed to access a specific record own the 

key to decrypt the record. 

The EDE module can implement encryption by intercepting the calls between the LASIE system and 

the data repository, as well as all data extraction functions of the LASIE system. If the data encryption 

is mandatory in a given jurisdiction and is not being done at the data storage and data communication 

functions, the EDE module will deny the storage or export request. 

2.3.3 Data retention policy 

Personal data may be stored in the system only for a limited time, depending on the type of data, the 

country it is sourced from and whether the data is involved in an active criminal investigation. To 

implement this control, data loaded into LASIE must be time stamped, and a record of when the data 

was collected must be kept. When the time limit for a piece of data is reached, the system must erase 

the data or make it unusable. 

The EDE module implements this control by intercepting data access requests and checking the data 

age (based on its timestamp and the local date) against the active data retention policy. If the data has 

expired, any access requests will be denied. 

To guarantee this functionality, the EDE module must implement one other control in the data loading 

process, which is not accept any data that is not time stamped. 

2.3.4 Audit logs 

Audit logs must be used that allow for the identification of who accessed which record, at what time, 

and what type of access was done (read, delete, update). For this purpose, the EDE module stores in 

an audit table all access requests, both allowed and denied. 
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3 Change (1): technological 

3.1 MPEG standardization on media orchestration 

3.1.1 Relevant technological evolutions 

The recent technological innovation brought about through audio-visual equipment is pervasive today; 
everyone with a smartphone, a tablet or a laptop has both recording and display equipment at their 
disposal, usually connected to a local or a public network. This equipment is increasingly 
sophisticated, with higher resolutions and better lenses (for video), often multiple microphones (for 
audio), coupled with increasingly sophisticated processing capabilities. These devices can not only 
decode in real time, but often also encode. Sensors and displays do not only come in the form of 
personal smart phones.  

There are smart watches, several types of omnidirectional cameras (e.g. Bubl)7 and a large number of 
consumer price level Virtual Reality and Augmented Reality glasses and goggles have started to 
appear (Oculus Rift, Microsoftôs HoloLens,8 Samsung Gear VR,9 and Google Glass10 that is now being 
completely redesigned). Facebook bought Oculus Rift for a value that could reach 2 billion USD 11, 
because it believes that the technology goes beyond gaming. Quoting Mark Zuckerberg: ñThis is really 
a new communication platform. By feeling truly present, you can share unbounded spaces and 
experiences with the people in your lifeò (Zuckerberg 2014).12 Also, there is a huge number of audio-
visual capturing devices (CCTV) in fixed locations in most urban areas of the world. These devices 
continuously record and/or stream content of on-going events from streets, public and private spaces 
in almost any city worldwide. Similarly, the media captured by relief agencies, emergency response 
teams and security forces need to analyse, process and fuse, automatically or manually, vast amounts 
of heterogeneous data acquired from different sources including CCTV surveillance, content 
professionally captured by broadcasters as CNN or BBC news, desktops, mobile devices, Internet 
webcams and social networks. 

With so many capture and display devices, and with applications and services moving towards a more 
immersive experience, we need the tools to be able to manage multiple, heterogeneous devices over 
multiple, heterogeneous networks, to create a single experience. We call this process Media 
Orchestration: orchestrating devices, media streams and resources to create such an experience. 
Indeed, the output of the Uniform Timeline Alignment activity already mentions the need for 
ñOrchestrating the synchronization between devicesò.13 

Media orchestration: 

¶ Applies to capture as well as consumption; 

¶ Applies to fully offline use cases as well as network-supported use, with dynamic availability of 
network resources; 

¶ Applies to real-time use as well as media created for later consumption; 

¶ Applies to entertainment, but also communication, infotainment, education and professional 
services; 

¶ Concerns temporal (synchronization) as well as spatial orchestration; 

                                                      
7 Bubl, http://www.bublcam.com/. 
8 Microsoft HoloLens, http://www.microsoft.com/microsoft-hololens/en-us.  
9 Samsung Gear VR, http://www.samsung.com/global/microsite/gearvr/.  
10 Google Glass, www.google.com/glass/start/.  
11 Dredge 2014, http://www.theguardian.com/technology/2014/jul/22/facebook-oculus-rift -acquisition-virtual-reality. 
12 Zuckerberg 2014, https://www.facebook.com/zuck/posts/10101319050523971. 
13 MPEG, ISO/IEC JTC1/SC29/WG11 N14644, Exploration of ñUniform Signaling for Timeline Alignmentò, MPEG 109, 

July 2014 

 

http://www.bublcam.com/
http://www.microsoft.com/microsoft-hololens/en-us
http://www.samsung.com/global/microsite/gearvr/
http://www.google.com/glass/start/
http://www.theguardian.com/technology/2014/jul/22/facebook-oculus-rift-acquisition-virtual-reality
https://www.facebook.com/zuck/posts/10101319050523971
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¶ Concerns situations with multiple sensors (ñSourcesò) as well as multiple rendering devices 
(ñSinksò), including one-to-many and many-to-one scenarios; 

¶ Concerns situations with a single user as well as with multiple (simultaneous) users, and 
potentially even cases were the ñuserò is a machine, although this is not yet represented in the 
use cases. This may have a relation with the notion of ñMedia Internet of Thingsò that is also 
discussed in MPEG.  

The first release of call for contributions by the MPEG ad-hoc group for media orchestration that 
includes the security use-case driven by the technological innovation of LASIE, brings new challenges 
and opportunities to the project. These new challenges and opportunities were not foreseen at the 
beginning of the project since this standardization activity started February 2016) after LASIE. 
Technological evolutions include seamless methodologies for orchestration spatio-temporally 
distributed CCTV video footage without losing the privacy of the concerned citizens.  

3.1.2 How these technological evolutions may affect the work done so far? 

The LASIE computational framework is based on automated technology for advanced data and 
metadata processing and structuring including their spatiotemporal synchronization and Asymmetric 
ñDROPò Synchronization (ADS) to support human operators in critical decision making stages. The 
aim is to link and merge heterogeneous data retrieved or streamed from multiple sources to improve 
the knowledge-base and the accuracy of recommendations to analysts guiding the investigation 
process and performing inference based on evidence extracted from such plethora of heterogeneous 
media. So far one of the main challenges in security projects like LASIE is the handling of vast 
amounts of media data. Being able to orchestrate and synchronize such data according to established 
standards offers new opportunities to the project. LASIE outcomes and contributions to the standard 
will add value in different technical aspects including interoperability and efficiency in related big 
data/media processing. The first submission of LASIE technology in response to the call for 
contributions has exploited the technical innovation achieved so far in the project and presented a new 
roadmap for the forthcoming period. This standardization activity has a significant potential to 
positively affect LASIE outcomes and empower security forces with latest technical innovation. 

3.1.3 Adaptations to LASIE development 

The LASIE consortium reacted quickly and effectively to this new development. Under the leadership 
of VML, LASIE was put on the MPEG standardization map. Two significant contributions to this 
standard have been brought by VML on behalf of LASIE. It is expected that now LASIE will play a key 
role in the evolution of this standardization activity. In particular, the LASIE contribution for the 
standardisation process will include the exploitation of DROP for establishing correlation timestamps 
for establishing correspondence between the source media produced; the logical orchestration 
process that allows for the representation of cross-media correspondence between spatio-temporal 
media captured either through CCTV or social media and finally enabling multi-stream access across 
network for unified investigator experience. 

3.2 Evolution of Deep Learning technologies and application to computer 
vision 

3.2.1 Relevant technological evolutions 

Deep Learning, as a part of the broader family of machine learning methods, is not a very new 
technology. The Convolutional Neural Networks (CNNs), one of the most well-known Deep Learning 
methodologies, has been applied for more than a decade in image analysis and computer vision 
tasks. However, in the field of object detection and tracking, deep learning technology has attracted 
considerable attention only the last years.  
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Several recent works in the field of object detection and tracking using Deep Learning (DL) (Li, et al. 
2014; Ding, et al. 2015; Wang, et al. 2015; Chen, et al. 2016) reveal that this is currently a topic of 
interest for many researchers. Due to the high accuracy in detection and tracking that DL can achieve, 
even under difficult circumstances, including poor and changing illumination, occlusions, cluttered 
scenes, motion blur and large affine transformations due to Pan-Tilt-Zoom (PTZ) operations, they can 
provide a technology that fits perfectly to the technological objectives of LASIE, especially 
object/person/vehicle detection and tracking, face and plate detection. 

3.2.2 How these technological evolutions may affect the work done so far? 

At the time of writing the LASIE proposal, the technical partners of the consortium had made an initial 
decision on technologies to be used in tasks related to object detection and tracking. These were 
based on latest state-of-the-art in this field and achieved very satisfying results in publicly available 
datasets. However, these methods were proved not robust enough for real-world content from CCTV 
cameras (data ñin the wildò), which were made available to LASIE consortium from the LEA partners 
(London Metropolitan Police ï MET). An initial attempt to test recent Deep Learning frameworks on 
these data had shown very promising results, therefore, it was decided to adopt Deep Learning in 
WP4 tasks related to human, object and vehicle detection and tracking.  

The introduction of Deep Learning to address object detection and tracking tasks in LASIE has been 
performed quite early, i.e. from the beginning of the second reporting period, in July 2015. Since most 
of the related tasks T4.3 and T4.4 were active, this had not significantly affected the work of the 
involved technical partners, since they started early adoption of the Deep Learning technology.  

3.2.3 Adaptations to LASIE development 

Due to the early adoption of the Deep Learning technologies, as described above, there were no 
significant changes/adaptations to LASIE development to take into account these evolutions. These 
have been successfully integrated into the LASIE platform at the end of the second reporting period. 

It is also worth mentioning that the LASIE technical partners not only adopted successfully this 
technology into the relevant tasks of face detection, plate detection, logo detection, people tracking 
and vehicle tracking, but also contributed to research in this field with scientific publications in 
international conferences (Dimou, et al. 2016; Papadopoulos, et al. 2016). There is also on-going 
research in this field, within LASIE, to address more challenging tasks, such as DROP tracking. 
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4 Change (2): regulatory and societal 

4.1 Regulatory change 

Given the scope and functioning of the foreseen LASIE prototype, it is important to survey the main 
regulatory changes happening in four fields: privacy and data protection; network and information 
security; individual rights in criminal proceedings; legal status of digital evidence. In the sub-sections 
below (4.1.1 to 4.1.4), we present the most relevant provisions introduced at European level after the 
beginning of the LASIE project, as well as the most important regulatory approaches emerging across 
Europe. Many of the changes presented below will come into effect only after completion of the LASIE 
project. However, as further discussed in the recommendations (cf. Section 5 below), it is wise to take 
them into consideration as early as possible, if not in the design of the prototype itself, definitely in the 
immediate following phases. Finally, it is important to note that the regulatory changes listed below 
have no pretention to exhaustiveness, especially when it comes to national legislation, whose respect 
is paramount if the LASIE prototype has to be further developed for specific contexts after completion 
of the project. 

4.1.1 Privacy and protection of personal data 

The most relevant regulatory changes for the prospective development of a LASIE-like system are to 
be found in the field of privacy and personal data protection. Indeed, a LASIE-like system will process 
personal data (along other digital data) and its implementation will most probably come to interfere 
with the right to respect for private and family life. In this sub-section, we mainly focus on the changes 
brought about by the conclusion of the recent reform of the EU data protection legislative framework, 
which is going to deeply influence the regulatory landscape at both pan-European and national level. 
Furthermore, while privacy and personal data protection are two different fundamental rights 
(respectively Article 7 and Article 8 of the EU Charter) and are not the same regulatory tools, (De Hert 
and Gutwirth 2006), the EU largely relies on personal data protection to also ensure the protection of 
individualsô privacy. 

4.1.1.1 The personal data protection reforms 

The roots of the legal protection of privacy and personal data in Europe trace back to 1970s. 
Throughout the years, such protection has materialised ï generally speaking ï at three levels. The 
first one, i.e. the Council of Europe, is offered by the so-called óConvention 108ô.14 The second one, 
the European Union, is offered by the 1995 Data Protection Directive.15 The third one is offered by 
national constitutions: virtually all of them offer the protection of privacy and personal data in one or 
another way. The complexity of this system has been discussed extensively in Deliverable D2.1. 

                                                      
14 Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data, ETS 108, 28 January 

1981, Strasbourg. Cf. http://conventions.coe.int/Treaty/en/Treaties/Html/108.htm. 
15 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals 

with regard to the processing of personal data and on the free movement of such data, OJ L 281, 23.11.1995, pp. 31ï50. 

http://conventions.coe.int/Treaty/en/Treaties/Html/108.htm
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Figure 9: The European system for the protection of privacy and personal data 

The need to keep up with technological changes, on the one hand, and political, economic and 
societal changes, on the other, created a need to update both legal frameworks. The overall goal was 
to ensure smooth handling of personal data while offering an adequate level ï especially adequate to 
contemporary challenges ï of protection of individuals whose data are being handled. While the 
former, i.e. the Council of Europeôs, is still not concluded,16 the latter, i.e. the European Union, saw its 
conclusion in April 2016. The new EU legal framework for the protection of personal data, consists of 
two instruments: 

Á General Data Protection Regulation (ñGDPRò),17 and 
Á Data Protection Directive for the police and criminal justice sector (ñPolice and Criminal Justice 
Data Protection Directiveò).18 

While GDPR will apply predominantly to ócommercialô processing of personal data, the Police and 
Criminal Justice Data Protection Directive will apply to ñthe processing of personal data by competent 
authorities for the purposes of the prevention, investigation, detection or prosecution of criminal 
offences or the execution of criminal penalties, including the safeguarding against and the prevention 
of threats to public securityò. 

                                                      
16 Cf. http://www.coe.int/t/dghl/standardsetting/dataprotection/modernisation_en.asp.  
17 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural 

persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 

95/46/EC (General Data Protection Regulation), OJ L 119, 04.05.2016, pp. 1ï88. 
18 Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April 2016 on the protection of natural 

persons with regard to the processing of personal data by competent authorities for the purposes of the prevention, 

investigation, detection or prosecution of criminal offences or the execution of criminal penalties, and on the free movement 

of such data, and repealing Council Framework Decision 2008/977/JHA, OJ L 119, 04.05.2016, pp. 89ï131. 

http://www.coe.int/t/dghl/standardsetting/dataprotection/modernisation_en.asp
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As far as the territorial scope is concerned, the GDPR will apply to all 28 Member States of the EU, 
including the United Kingdom until it leaves the Union, and the Directive ï equally to all EU Member 
States (except Denmark, the UK and Ireland), yet plus Norway, Iceland, Lichtenstein and Switzerland 
as far as Schengen cooperation is concerned. 

The GDPR would become applicable from 25 May 2018. EU Member States shall implement the 
Directive no later than 6 May 2018. This period of time is meant to ñget readyò as the new Regulation 
leaves many óopen questionsô, in particular concerning all novel legal provisions it creates. 

The European Commission justifies the need for the reform by the need to keep pace with 
developments at multiple levels: ñThe current rules also need modernising ï they were introduced at a 
time when many of today's online services and the challenges they bring for data protection did not yet 
exist. With social networking sites, cloud computing, location-based services and smart cards, 
processing of personal data has grown exponentially. We need a robust set of rules to make sure 
people's right to personal data protection ï recognised by Article 8 of the EU Charter of Fundamental 
Rights ï remains effective in the digital age. This will at the same time be beneficial for the 
development of the digital economyò (European Commission 2015). 

Finally, it should be mentioned that the European Commission has launched in April 2016 a public 
consultation about the possible ñreviewò of the so-called ePrivacy Directive, which focuses on ñthe 
processing of personal data and the protection of privacy in the electronic communications sectorò.19 
At present it is impossible to say which changes will the review introduces. However, it is reasonable 
to expect that the reform of the ePrivacy Directive may clarify the rules concerning the retention of 
traffic and location data by law enforcement authorities (cf. Article 15(1) ePrivacy Directive), which had 
given way to the notorious Data Retention Directive in 200620 and were then subsequently struck 
down by the EU Court of Justice in 2014.21 

4.1.1.2 Key novelties: overview 

Key novelties in the GDPR include (De Hert and Papakonstantinou 2016): 

Á the choice of legal instruments: one of the most important contributions made by the GDPR to 
EU personal data processing is to directly enter the Member State level. The regulation will be 
directly applicable in all EU member states and has moreover implications for the EEA states 
(Norway, Iceland, Liechtenstein) as well as Switzerland. (However, it will require some 
óimplementingô laws in each Member State.) The argument of harmonizing the data protection 
approach among the Member Stats was crucial in the call for an update of the 1995 Directive, and 
data protection is now considered an EU concern to be regulated directly at EU level through a 
regulation.  

Á reforming (and naming) the old Directiveôs principles: the GDPR provides a new list of 
personal data protection principles: lawfulness, fairness and transparency, purpose limitation, data 
minimisation, accuracy, storage limitation, integrity and confidentiality and accountability. The 
lawful grounds for processing operations continue to be six: consent, performance of a contract, 
compliance with a legal obligation, protection of vital interests, public interest, and overriding 
interest of the controller.  

Á emphasis on the individual consent: ñ[a]ny freely given, specific, informed and unambiguous 
indication of his or her wishes by which the data subject, either by a statement or by a clear, 
affirmative action, signifies agreement to personal data relating to them being processedò. The 
CommissionËs request for ñexplicitò consent has not been included. 

Á the right to be forgotten: Article 17 of GDPR sets out the individualôs right to have their personal 
information deleted by data controllers under certain circumstances.  

                                                      
19 Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning the processing of 

personal data and the protection of privacy in the electronic communications sector (Directive on privacy and electronic 

communications), OJ L 201, 12.06.2002, p. 37. 
20 Directive 2006/24/EC of the European Parliament and of the Council of 15 March 2006 on the retention of data generated 

or processed in connection with the provision of publicly available electronic communications services or of public 

communications networks and amending Directive 2002/58/EC, OJ L 105, 13.04.2006, p. 54. 
21 Court of Justice of the European Union (CJEU), Joined Cases C-293/12 and C-594/12, Digital Rights Ireland, Judgment 

(Grand Chamber) of 8 April 2014. 
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Á the right to data portability: another new right afforded to individuals to move around their 
personal data from controller to controller.  

Á strengthening the roles of national and regional data protection authorities (DPAs): efforts 
made to enhance cooperation and a coherent approach across Europe. The ñlead DPAò has been 
introduced as new basic notion to deal with cross-border issues.  

Á removal of the obligation to notify: the obligation to notify all personal data processing 

operations to competent DPAs has been, if not replaced, shifted to a principle of accountability.  

Furthermore, the GDPR introduces a series of obligations to follow certain legal and extra-legal tools 
for protection and these include: 

1) Data protection by design and by default (DPbD), 
2) Privacy- and data protection impact assessment (PIA/DPIA), 
3) mandatory data protection officers (DPO). 

4.1.1.3 Key novelties: Data protection by design and by default 

Both instruments introduce a new provision called data protection by design and by default: Article 25 
of the GDPR and Article 20 of the Police and Criminal Justice Data Protection Directive.22 This double 
principle ï engineering data protection into the very design of the data processing system and 
minimizing the collection, storage, access and processing of the data ï is not a radically new idea 
when it comes to the regulation of privacy. The concept of Privacy by Design (PbD) was coined by the 
then-Privacy Commissioner of Ontario, Ann Cavoukian, in the early 1990s and has been based on 7 
principles: 

1. Proactive not reactive; Preventative not remedial. 
2. Privacy as the default setting. 
3. Privacy embedded into design. 
4. Full functionality ï positive-sum, not zero-sum. 
5. End-to-end security ï full lifecycle protection. 
6. Visibility and transparency ï keep it open. 
7. Respect for user privacy ï keep it user-centric.23 

Over the years, PbD became a key reference of ñprivacy engineeringò, though its particular 
implementation remains unknown and controversial till today.24 Nevertheless, the LASIE project sticks 
to this standard and therefore implements a Privacy by Design approach at technological level through 
the EDE module (cf. Section 2 above). Along with PbD, a few others approaches and technical 
solutions have been discussed in the last years,25 and this despite the difficulty to clearly define how 
they can be used consistently in different contexts (Rubinstein 2011). 

The very inscription of a data protection by design and by default provision in the text of both the 
GDPR and the Police and Criminal Justice Data Protection Directive is a major regulative change. 
Article 20 of the said Directive states: 

Article 20 

Data protection by design and by default 

1. Member States shall provide for the controller, taking into account the state of the art, the cost 

of implementation and the nature, scope, context and purposes of processing, as well as the risks 

of varying likelihood and severity for rights and freedoms of natural persons posed by the 

processing, both at the time of the determination of the means for processing and at the time of the 

processing itself, to implement appropriate technical and organisational measures, such as 

pseudonymisation, which are designed to implement data protection principles, such as data 

                                                      
22 Further clarifications about these provisions are to be found in recital 78 GDPR and, to a lesser extent, in recital 53 of the 

Police and Criminal Justice Data Protection Directive. 
23 Cf. http://www.privacybydesign.ca. Inter alia: Cavoukian and Jonas 2012. 
24 Cf. esp. Gürses, et al. 2011;  Wiese Schartum 2016. 
25 For a comprehensive review of the most promising approaches, cf. Danezis, George, Josep Domingo-Ferrer, Marit Hansen, 

Jaap-Henk Hoepman, Daniel Le Métayer, Rodica Tirtea, and Stefan Schiffner. "Privacy and Data Protection by Design - 

from Policy to Engineering." Heraklion: ENISA, 2014. 

http://www.privacybydesign.ca/
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minimisation, in an effective manner and to integrate the necessary safeguards into the processing, 

in order to meet the requirements of this Directive and protect the rights of data subjects. 

2. Member States shall provide for the controller to implement appropriate technical and 

organisational measures ensuring that, by default, only personal data which are necessary for each 

specific purpose of the processing are processed. That obligation applies to the amount of personal 

data collected, the extent of their processing, the period of their storage and their accessibility. In 

particular, such measures shall ensure that by default personal data are not made accessible 

without the individual's intervention to an indefinite number of natural persons. 

 

The text of Article 25 GDPR also includes a third paragraph stating the possibility to create and 
regulate an ad hoc certification mechanism to ñdemonstrate compliance with the requirementsò 
defined above. It is important to note that the two legislative instruments follow the same twofold 
approach, which means that ï in the long term ï the majority of data-processing systems are expected 
to implement some technical and organizational solutions of data protection by design and by default. 

The overall ambition of this provision is to bring the protection of personal data into the very design of 
new data-processing systems, rooting it at both technological and organizational level. Furthermore, 
this provision obliges data controllers to follow a principle of data minimization, where personal data 
are collected, processed, stored and accessed only when necessary for a given purpose. 

First, controllers should carry out an overall assessment of the processing system they are 
developing, both in terms of technical solutions and their possible impact ñfor rights and freedoms of 
natural personsò. Then, controllers have to devise and implement ñappropriate technical and 
organizational measuresò with the goal of engineering data protection into the data processing system 
so to provide safeguards and comply with the legislation. These steps are recursive because the 
processors are required to ensure that data protection is óembeddedô into their systems not only at the 
stage of design, but also throughout their everyday running. 

The second set of guidelines both clarifies what is the logic to be adopted in devising data protection 
by design solutions, and introduces further obligations for the data controllers. On the one hand, it 
emphasizes that specific solutions should ensure that ñonly personal data which are necessary for 
each specific purpose of the processing are processedò. On the other hand, this obliges data 
controllers to duly justify the design choices of each step of the data processing life-cycle, from 
collection to storage and accessibility. The twin goal is to limit the quantity of data to be processed and 
to tailor the processing practices to specific and stated purposes. 

Generally speaking, data protection by design and by default does not introduce new principles, but 
rather aims to bring the rationale of personal data protection to bear into everyday business, 
organizational and technical choices. In other words, it obliges data controllers to consider personal 
data protection not as an afterthought or a set of external safeguards to be put in place once the 
system is already running, but as one of the key factors defining what they want to achieve through 
data processing and how they want to achieve it. 

At present, the main challenge is the lack of substantial and detailed guidelines in the very legislative 
texts. The provision merely mentions the possibility to use data pseudonymization, where the masking 
out of personal data can still be reversed, and insists on the need to use both technical and 
organizational solutions. However, at least for the time being, this leaves a huge question in terms of 
which technological and organizational measures can really be accepted as proper data protection by 
design solutions. It is reasonable to believe that, at least at the beginning, solutions such as PbD and 
similar will provide hands-on guidance, and that studies such as those recently released by ENISA 
(Danezis, et al. 2014; D'Aquisto, et al. 2015) will contribute to set up standards and best practices. In 
the longer term, this gap will be probably filled with the creation of the certification mechanisms 
mentioned in Article 25(3) GDPR, or by national regulation when it comes to the field of police and 
criminal justice. 

Finally, it should be noted that this new provision of data protection by design and by default is 
presented in both the GDPR and the Police and Criminal Justice Data Protection Directive not as 
óstand-aloneô solution. Along with the introduction of data protection impact assessments and of data 
protection officers, it is part of a set of measures that puts personal data protection at the 
organizational and technical core of any new data-processing system. 
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4.1.1.4 Key novelties: Privacy- and data protection impact assessment 

A privacy impact assessment (PIA) is a process for assessing the impacts on privacy of a project, 
policy, programme, service, product or other initiative (hereinafter: project) and, in consultation with 
stakeholders, for taking remedial actions as necessary in order to avoid or minimise the negative 
impacts.26 

The first time PIA appeared at the EU level was in 2009. The EU started its experiment with a ñlightò 
regulatory approach to address privacy and personal data protection problems in emerging 
surveillance technologies. The Radio Frequency Identification (RFID) industry was the first sector 
targeted, followed in 2012 by smart grids and smart metring systems. In result, a model was 
developed in which the European Commission issues a recommendation that suggests, inter alia, 
stakeholders to develop a privacy and/or data protection impact assessment framework to be 
subsequently sent for an opinion and/or endorsement by the Art 29 Working Party, the EU advisory 
body on personal data protection, and then to be widely used by the industry in the Member States. In 
both cases thus far, Art 29 Working Party rejected the first version of the framework due to lack of 
quality, causing only embarrassment for the European Commission, and hesitantly accepted revised 
versions (Kloza, et al. 2015: 26). 

In parallel, when the EU was negotiating another agreements with the US on Passenger Name 
Record (PNR) arrangement ï a saga lasting from 2004 till 2011, the European Parliament considered 
in a resolution from May 2010 that any such measure ñmust be preceded by a Privacy Impact 
Assessment, and a proportionality test demonstrating that existing legal instruments are not sufficientò. 

In parallel, assessment of privacy impacts has been incorporated into two EU policies. First, it is the 
Better Regulation Package (2015). Deregulation policies influenced policy-making in the EU, always 
accused of inefficiency, counter-productivity and bureaucracy. Since early 2000s, the EU issued a 
number of documents with fancy names: Code of Good Administrative Behavior (2000), 
Communication on impact assessment (2002), Inter-institutional Agreement on Better Lawmaking 
(2003), Smart Regulation (2012) and Regulatory Fitness (REFIT) (2014), among others (Meuwese 
2008). 

By contrast, the Council of Europe proposed to include a mandatory PIA in the modernized text of the 
Convention 108. In a version from May 2016, its Art 8bis(2) reads: 

Each Party shall provide that controllers and, where applicable, processors, examine the likely 

impact of intended data processing on the rights and fundamental freedoms of data subjects prior 

to the commencement of such processing, and shall design the data processing in such a manner as 

to prevent or minimise the risk of interference with those rights and fundamental freedoms. 

The GDPR was intended to give effect to the principle of accountability and a dedicated impact 
assessment was meant to be one of the means of achieving accountability. The Commission coined 
the new term ñdata protection impact assessmentò or ñDPIAò. The relevant provision was originally 
numbed as Article 33 yet ï after the legislative process was concluded and the GDPR promulgated ï 
it eventually received number 35. Its relevant provisions merit their reproduction here: 

Article 35 

Data protection impact assessment 

1. Where a type of processing in particular using new technologies, and taking into account the 

nature, scope, context and purposes of the processing, is likely to result in a high risk to the rights 

and freedoms of natural persons, the controller shall, prior to the processing, carry out an 

assessment of the impact of the envisaged processing operations on the protection of personal data. 

A single assessment may address a set of similar processing operations that present similar high 

risks. [é] 

3. A data protection impact assessment referred to in paragraph 1 shall in particular be required in 

the case of: 

                                                      
26 De Hert, et al., http://piafproject.eu/ref/PIAF_D3_final.pdf. 

http://piafproject.eu/ref/PIAF_D3_final.pdf
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(a) a systematic and extensive evaluation of personal aspects relating to natural persons which is 

based on automated processing, including profiling, and on which decisions are based that produce 

legal effects concerning the natural person or similarly significantly affect the natural person; 

(b) processing on a large scale of special categories of data referred to in Article 9(1),27 or of 

personal data relating to criminal convictions and offences referred to in Article 10; or 

(c) a systematic monitoring of a publicly accessible area on a large scale. [é] 

7. The assessment shall contain at least: 

(a) a systematic description of the envisaged processing operations and the purposes of the 

processing, including, where applicable, the legitimate interest pursued by the controller; 

(b) an assessment of the necessity and proportionality of the processing operations in relation to 

the purposes; 

(c) an assessment of the risks to the rights and freedoms of data subjects referred to in paragraph 1; 

and 

(d) the measures envisaged to address the risks, including safeguards, security measures and 

mechanisms to ensure the protection of personal data and to demonstrate compliance with this 

Regulation taking into account the rights and legitimate interests of data subjects and other persons 

concerned. [é] 

9. Where appropriate, the controller shall seek the views of data subjects or their representatives on 

the intended processing, without prejudice to the protection of commercial or public interests or 

the security of processing operations. [é] 

11. Where necessary, the controller shall carry out a review to assess if processing is performed in 

accordance with the data protection impact assessment at least when there is a change of the risk 

represented by processing operations. 

This provision has its counterpart in Article 27 of the Police and Criminal Justice Data Protection 
Directive: 

Article 27 

Data protection impact assessment 

1. Where a type of processing, in particular, using new technologies, and taking into account the 

nature, scope, context and purposes of the processing is likely to result in a high risk to the rights 

and freedoms of natural persons, Member States shall provide for the controller to carry out, prior 

to the processing, an assessment of the impact of the envisaged processing operations on the 

protection of personal data.  

2. The assessment referred to in paragraph 1 shall contain at least a general description of the 

envisaged processing operations, an assessment of the risks to the rights and freedoms of data 

subjects, the measures envisaged to address those risks, safeguards, security measures and 

mechanisms to ensure the protection of personal data and to demonstrate compliance with this 

Directive, taking into account the rights and legitimate interests of the data subjects and other 

persons concerned. 

4.1.1.5 Key novelties: data protection officer (DPO) 

Another important provision introduced by the data protection reform is that concerning the figure of 
the Data Protection Officer (DPO): Articles 37-39 GDPR (Section 4) and Articles 32-34 Police and 
Criminal Justice Data Protection Directive (Section 3). Given the scope and purpose of the LASIE 
prototype, we present below the full text of Section 3 Police and Criminal Justice Data Protection 
Directive. 

                                                      
27 I.e. Ăpersonal data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union 

membership, and the processing of genetic data, biometric data for the purpose of uniquely identifying a natural person, data 

concerning health or data concerning a natural person's sex life or sexual orientationò (footnote ours). 
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Section 3 

Data protection officer 

Article 32 

Designation of the data protection officer 

1. Member States shall provide for the controller to designate a data protection officer. Member 

States may exempt courts and other independent judicial authorities when acting in their judicial 

capacity from that obligation. 

2. The data protection officer shall be designated on the basis of his or her professional qualities 

and, in particular, his or her expert knowledge of data protection law and practice and ability to 

fulfil the tasks referred to in Article 34. 

3. A single data protection officer may be designated for several competent authorities, taking 

account of their organisational structure and size. 

4. Member States shall provide for the controller to publish the contact details of the data 

protection officer and communicate them to the supervisory authority. 

Article 33 

Position of the data protection officer 

1. Member States shall provide for the controller to ensure that the data protection officer is 

involved, properly and in a timely manner, in all issues which relate to the protection of personal 

data. 

2. The controller shall support the data protection officer in performing the tasks referred to in 

Article 34 by providing resources necessary to carry out those tasks and access to personal data and 

processing operations, and to maintain his or her expert knowledge. 

Article 34 

Tasks of the data protection officer 

Member States shall provide for the controller to entrust the data protection officer at least with the 

following tasks: 

(a) to inform and advise the controller and the employees who carry out processing of their 

obligations pursuant to this Directive and to other Union or Member State data protection 

provisions; 

(b) to monitor compliance with this Directive, with other Union or Member State data protection 

provisions and with the policies of the controller in relation to the protection of personal data, 

including the assignment of responsibilities, awareness-raising and training of staff involved in 

processing operations, and the related audits; 

(c) to provide advice where requested as regards the data protection impact assessment and monitor 

its performance pursuant to Article 27; 

(d) to cooperate with the supervisory authority; 

(e) to act as the contact point for the supervisory authority on issues relating to processing, 

including the prior consultation referred to in Article 28, and to consult, where appropriate, with 

regard to any other matter. 

As it is the case for data protection by design and by default, and for data protection impact 
assessment, DPOs are not a novelty in the personal data protection landscape. For example, the 
appointment of DPOs was made mandatory for all EU institutions and bodies by Regulation 45/2001,28 
and many other public and private actors have introduced similar positions. However, the new 
provision further clarifies their tasks and their role, making them a pivotal actor in the everyday 
protection of personal data. 

                                                      
28 Regulation (EC) No 45/2001 of the European Parliament and of the Council of 18 December2000 on the protection of 

individuals with regard to the processing of personal data by the Community institutions and bodies and on the free 

movement of such data, OJ L 8, 12.01.2001, p. 1. 
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The overall ambition of this provision is the same of data protection by design and by default and of 
data protection impact assessment: to bring personal data protection to structurally bear in both the 
development and on-going functioning of data-processing systems. In particular, data protection 
officers have also a role of double interface, between the data processor and the data protection 
authorities and between the data protection and the data subjects. Their expertise is also supposed to 
be double: they should be knowledgeable of personal data protection and of the specifics of the 
system at stake. 

This new provision is particularly relevant for LASIE because any uptake of the prototype and any 
further development will have to be accompanied by the appointment of a DPO. 

4.1.1.6 Key novelties: case-law 

The Court of Justice of the EU29 in the past few years has rendered a couple of landmark judgements 
regarding the handling of the personal data, These include, among others, Digital Rights Ireland 
(2014),30 Google Spain (2014)31 and Schrems (2015).32 The first mentioned here is of particular 
importance for the development of the LASIE prototype. 

In Digital Rights Ireland, the Court annulled the Data Retention Directive in its entirety, arguing that its 
provisions run counter to both Article 7 and Article 8 of the Charter. The Data Retention Directive 
enshrined an obligation for telecom service providers to retain traffic data of all their clients for a period 
of minimum 6 months and maximum 2 years, depending on the national laws transposing the directive  

(Zanfir 2015: 111). 

The Court detailed why the provisions of the directive go beyond what is necessary to obtain the 
legitimate purpose of ñthe fight against international terrorism in order to maintain international peace 
and securityò. In particular, the Court laid down the conditions for legitimate retention of metadata: 

1. Differentiate, limit and make subject to exceptions the persons whose information is retained in 

the light of the objective of fighting against serious crime; such limitations should be done 

regarding: (i) persons for whom there is no evidence capable of suggesting that their conduct 

might have a link, even an indirect or remote one, with serious crime and (ii) persons whose 

communications are subject to professional secrecy;  

2. Require a relationship between the data whose retention is provided for and a threat to public 

security;  

3. Limit the access of national authorities to the data, by (i) laying down objective criteria to 

determine the limits of the access; (ii) establishing substantive and procedural conditions relating 

to the access of the competent national authorities to the data and to their subsequent use; (iii) 

laying down an objective criterion by which the number of persons authorized to access and 

subsequently use the data retained is limited to what is strictly necessary in the light of the 

objective pursued; 

4. When establishing the retention period, it should (i) make a distinction between the categories 

of data set out in Article 5 on the basis of their possible usefulness for the purposes pursued and 

(ii) base the determination of the length of the retention period on objective criteria; 

5. Expressly require that data must be retained within the EU; 

6. Require irreversible destruction of the data at the end of the data retention period; 

7. Ensure that the way the data are processed pursuant to the data retention legislation is subject to 

control by an independent authority of compliance with requirements of protection and security 

(Zanfir 2015: 117-118. Original footnotes omitted). 

                                                      
29 This is the Ăsupreme courtò of the European Union and it sits in Luxembourg. Not to be confused with the Strasbourg-

based European Court of Human Rights (ECtHR) which normally decides on human rights infringements of European states 

against an individual.  
30 Supra, note 21. 
31 CJEU, Decision of the Court in Case C-131/12 Google v. Spain of 13 May 2014 
32 CJEU, Case C-362/14, Maximillian Schrems v Data Protection Commissioner. 
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4.1.1.7 Significance for LASIE 

The reform of the European personal data protection legal frameworks is without any doubt the most 
significant change impacting both the LASIE prototype and its development. Although the new laws 
will not be applicable until May 2018, it makes little if no sense to develop a marketable tool that would 
not be adherent to legal requirements after its deployment. (The LASIE research project concludes in 
October 2017.)  

The new legal framework for personal data protection in Europe introduces a wide range of novelties 
and the LASIE project should consider in particular: 

¶ adherence to data protection by design and by default standards in accordance with Article 25 
of the GDPR and Article 20 of the Police and Criminal Justice Data Protection Directive. The 
difference here is that while the óoriginalô Cavoukianôs standard is rather general yet voluntary, 
this standard got a particular legal meaning with the passage of both GDPR and the Directive. 

¶ readiness to conduct a data protection impact assessment (DPIA) before the deployment of 
the LASIE prototype in a given jurisdiction. The LASIE ógadgetô falls within the scope of both 
Article 35 GDPR and Art 27 of the Directive and now a conduct of such an impact assessment 
is mandatory. The LASIE prototype should remain responsive to the ultimate results of such 
an assessment, i.e. the ógadgetô should be able to be amended in accordance with the results 
of the assessment process. 

¶ usefulness of the LASIE prototype to the needs and work of a mandatory data protection 
officer (DPO) in a law enforcement unit in which the ñLASIEò gadget is deployed. In particular, 
the LASIE ñgadgetò must allow the DPO to perform his/her duties as foreseen in Article 34 
GDPR. 

¶ adherence to the data retention principles as foreseen in the judgement of the Court of Justice 
of the EU in Digital Rights Ireland case (2014). These in particular include an obligation to 
retain data at the servers located in the territory of the EU and an actual erasure thereof after 
the conclusion of an investigation, processing and the statue of limitation period in a given 
jurisdiction. 

4.1.2 Network and information security (in passim) 

4.1.2.1 Overview 

The new Directive on security of network and information systems (the NIS Directive)33 was eventually 
adopted by the European Parliament on 6 July 2016. The directive sets common cyber security 
standards and aims to step up cooperation among EU countries and service providers with a view to 
ensure cyber security of ñessential servicesò. These are listed in Annexes II and III to the said Directive 
and include: energy (electricity, gas, oil), transport (road, rail, air, water), banking, financial market 
infrastructure, health sector, drinking water supply and distribution, digital infrastructure, online 
marketplaces, online search engine and cloud computing service. According to its supporters, it will 
help prevent attacks on EU countries' interconnected infrastructure.  

The passage of the NIS Directive is a part of the EU Cyber Security strategy, launched in 2013.34 
The Strategy makes clear the priorities for EU international cyberspace policy: 

Á Freedom and openness: the strategy outlines the vision and principles on applying core EU values 
and fundamental rights in cyberspace. 

Á The EU's laws, norms and core values apply as much in cyberspace as in the physical world: 
responsibility for a more secure cyberspace lies with all players within the global information 
society, from citizens to governments. 

Á Developing cyber security capacity building: the EU engages with international partners and 
organisations, the private sector and civil society to support global capacity building in third 

                                                      
33 Directive (EU) 2016/1148 of the European Parliament and of the Council of 6 July 2016 concerning measures for a high 

common level of security of network and information systems across the Union, OJ L 194, 19.07.2016, pp. 1ï30. 
34 Cybersecurity Strategy of the European Union: An Open, Safe and Secure Cyberspace, Brussels, 07.02.2013, JOIN(2013) 

1 final, http://eeas.europa.eu/policies/eu-cyber-security/cybsec_comm_en.pdf.  

http://eeas.europa.eu/policies/eu-cyber-security/cybsec_comm_en.pdf
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countries. This includes improving access to information and to an open internet, and preventing 
cyber threats. 

Á Fostering international cooperation in cyberspace: preserving open, free and secure cyberspace is 
a global challenge, which the EU is addressing together with relevant international partners and 
organisations, the private sector and civil society.35 

The NIS Directive will increase cooperation between EU Member States on the vital issue of cyber 
security. It lays down security obligations for operators of essential services (in critical sectors such as 
energy, transport, health and finance) and for digital service providers (online marketplaces, search 
engines and cloud services). Each EU country will also be required to designate one or more national 
authorities and to establish a strategy for dealing with cyber threats. 

4.1.2.2 Significance for LASIE 

The NIS Directive lays down specific substantive obligations as to cyber security of ï as it calls them ï 
ñessential servicesò. Its Article 14 merits reproduction here: 

Article 14 

Security requirements and incident notification 

1.   Member States shall ensure that operators of essential services take appropriate and 

proportionate technical and organisational measures to manage the risks posed to the security of 

network and information systems which they use in their operations. Having regard to the state of 

the art, those measures shall ensure a level of security of network and information systems 

appropriate to the risk posed. 

2.   Member States shall ensure that operators of essential services take appropriate measures to 

prevent and minimise the impact of incidents affecting the security of the network and information 

systems used for the provision of such essential services, with a view to ensuring the continuity of 

those services. 

3.   Member States shall ensure that operators of essential services notify, without undue delay, the 

competent authority or the CSIRT36 of incidents having a significant impact on the continuity of 

the essential services they provide. Notifications shall include information enabling the competent 

authority or the CSIRT to determine any cross-border impact of the incident. Notification shall not 

make the notifying party subject to increased liability. 

4.   In order to determine the significance of the impact of an incident, the following parameters in 

particular shall be taken into account: 

(a) the number of users affected by the disruption of the essential service; 

(b) the duration of the incident; 

(c) the geographical spread with regard to the area affected by the incident. [é] 

Consequently, it is expected that the LASIE prototype, when deployed, will fall into the scope of the 
Directive ï being a ñdigital infrastructureò and thus an ñessential serviceò ï and therefore will need to 
adhere to national security standards developed thereunder.  

4.1.3 Individual rights in the criminal proceedings (in passim) 

4.1.3.1 Overview 

The EU has embarked on a long process of harmonising criminal law, both procedural and 
substantive, among its Member States. One of the key areas is the balance of right between the 
prosecution and the accused individual. To that extent, from 2010 three directives have been adopted: 

                                                      
35 Cf. http://eeas.europa.eu/policies/eu-cyber-security/index_en.htm. 
36 ĂComputer security incident response teamsò (footnote ours). 

http://eeas.europa.eu/policies/eu-cyber-security/index_en.htm
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Á Directive on interpretation and translation,37 
Á Directive on the right to information,38 and 
Á Directive on the minimum standards on the right of access to a lawyer in criminal proceedings and 

on the right to communicate upon arrest are applied throughout the EU.39 

These directives represent an important step in the effort of re-establishing a balance in the context of 
the Area of Freedom Security and Justice (AFSJ). For long time both scholars and civil society have 
denounced the focus of the EU on the repression aspect of criminal justice systems by adopting 
judicial cooperation instruments enabling Member States to enforce their criminal law transnationally, 
while neglecting the protective side, namely the rights of the individuals caught in the inter-states 
judicial cooperation. The Treaty of Lisbon has finally provided a legal basis for harmonising the rights 
of the suspects at Article 82 of the Treaty on the Functioning of the European Union (TFEU). The 
directives mentioned above represent a first attempt in designing an AFSJ which also grants rights to 
its citizens, and not only enhances Member States capacity to punish them. 

Of particular importance for the development of the LASIE prototype is the Directive on the right to 
information. It basically implements and adjusts the famous yet controversial óMiranda warningô, known 
from the United States criminal procedure, to the European needs and reality. 

The name originates from the case Miranda vs. Arizona (1966),40 which considered Mr Mirandaôs 
arrest that occurred without informing him of his rights under Arizonaôs criminal procedure. The US 
Supreme Court stated: ñ[t]he foremost requirement, upon which later admissibility of a confession 
depends, is that a four-fold warning be given to a person in custody before he is questioned, namely, 
that he has a right to remain silent, that anything he says may be used against him, that he has a right 
to have present an attorney during the questioning, and that, if indigent he has a right to a lawyer 
without charge.ò American TV series have popularized the ruling, to the extent that even a word óto 
mirandizeô was coined. American policemen have been equipped with the so-called óMiranda cardsô, 
listing the rights that must be read before the arrest was made.41 

 

Figure 10: An example of a ñMiranda cardò42 

                                                      
37 Directive 2010/64/EU of the European Parliament and of the Council of 20 October 2010 on the right to interpretation and 

translation in criminal proceedings, OJ L 280, 26.10.2010, pp. 1ï7. 
38 Directive 2012/13/EU of the European Parliament and of the Council of 22 May 2012 on the right to information in 

criminal proceedings, OJ L 142, 01.06.2012, pp. 1ï10. 
39 Directive 2013/48/EU of the European Parliament and of the Council of 22 October 2013 on the right of access to a lawyer 

in criminal proceedings and in European arrest warrant proceedings, and on the right to have a third party informed upon 

deprivation of liberty and to communicate with third persons and with consular authorities while deprived of liberty, OJ L 

294, 06.11.2013, pp. 1ï12. 
40 U.S. Supreme Court, Miranda v. Arizona, 384 U.S. 436 (1966), decided 13 June 1966, 384 U.S. 436. 
41 Cf. http://www.abajournal.com/magazine/article/miranda_warning_history.  
42 Cf. http://www.slate.com/blogs/the_vault/2014/07/02/miranda_warning_history_how_the_language_of_the_warning-

_became_standard.html.  

http://www.abajournal.com/magazine/article/miranda_warning_history
http://www.slate.com/blogs/the_vault/2014/07/02/miranda_warning_history_how_the_language_of_the_warning_became_standard.html
http://www.slate.com/blogs/the_vault/2014/07/02/miranda_warning_history_how_the_language_of_the_warning_became_standard.html
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In the European reality, the Directive stipulates an indicative model of the ñLetter of Rightsò. An 
arrested or detained person should be informed about:43 

a. assistance of a lawyer/entitlement to legal aid, 
b. information about the accusation, 
c. interpretation and translation, 
d. right to remain silent, 
e. right to access to documents, 
f. informing someone else about an arrest or detention and/or informing relevant consulate or 

embassy, 
g. urgent medical assistance. 
h. period of deprivation of liberty. 

4.1.3.2 Significance for LASIE 

The Directive does not create any new rights. (These are inherent in the right to fair trial, protected by 
Art 6 of the European Convention on Human Rights.) It only makes sure that any person would benefit 
from a proper criminal process. 

Of particular importance of LASIE is the emphasis on the information about accusation (b) and a right 
to access to documents (e). It could be interpreted as an accused person, who has been arrested and 
detained, must be informed about the logics that lead to this arrest and/or detention, as well as be 
demonstrated with the evidence available, either to himself/herself directly, or to his/her lawyer. 
Therefore, the LASIE prototype must be able to demonstrate, at any time, on demand, information on:  

¶ how LASIE prototype has arrived at a given suggestion, 

¶ evidence leading to a given suggestion, 

¶ lawfulness of the whole process (cf. the rules on admissibility of digital evidence). 

This is to say that a ñprintoutò of LASIE must be available not only for the court, but during the criminal 
proceedings too, both in rem and in personam. 

4.1.4 Legal status of digital evidence44  

4.1.4.1 Societal context and relevance 

As will be discussed in Chapter 4.2, monitoring emerging ethical challenges and current societal 
debates, relevant for the implementation of the LASIE system, implies taking into account the role of 
the digital. Concretely, the prevalence of digital technological solutions, methods and phenomenon in 
European courts and law enforcement in general, is central in the context of LASIE. The basic premise 
is that, as a result of an on-going digitalization and interconnectedness in society,45 actors and 
institutions such as criminal courts are confronted with new kinds of challenges. One such challenge, 
which encompasses both ethical and societal concerns, is the issue of digital evidence. And 
furthermore, how electronic or digital evidence presented in criminal proceedings, despite regulatory 
shortcomings, can be ensured admissible in court.  

In terms of legal frameworks, the rules governing admissibility of digital evidence vary between the 
different EU/EEA Member States. In addition, the regulations are continuously and rapidly challenged 
by the evolution of technological devices and gadgets such as computers, mobile phones, and digital 
cameras. In general, the evolution of all these technologies comes with great advantages for society, 
but simultaneously also creates new opportunities for the criminal; and thus also for law enforcement 
and criminal courts. Identity theft, the online exploitation of children, fraud, phishing and various 
methods for scamming, are all examples of types of crime, where the rapid digitalization and technical 

                                                      
43 Annex I to the Directive 2012/13/EU. 
44 The content of this section is partly derived from a seminar ñElectronic Evidence in Criminal Proceeding: Collection, 

Analysis and Presentation of E-Evidence in Courtò, held at the Academy of European Law, Centro De Estudos Judici§rios, 

Lisbon, 29th February ï 1st March 2016. 
45 See e.g. Castells 2010. 
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evolution of relevant devises have played and continues to play a crucial role. Based on these 
changes, the aim of this section of the deliverable is to indicate key issues and challenges with 
regards to the role of digital evidence, as part of the considerations for the practical implementation of 
the LASIE system. Ultimately, that the digital evidence that the prototype processes is admissible in 
court, is a fundamental requirement for its usefulness and success.  

4.1.4.2 Definition, sources and challenges of digital evidence 

Before discussing the changes and challenges for the role of digital evidence, it is useful to briefly 
define the concept and its traditional sources. Digital evidence can be defined as any probative 
information stored or transmitted in digital form, which a party to a court may use at trial. Before 
accepting digital evidence, a court will have to determine if the evidence is relevant, whether it is 
authentic, if it is hearsay and whether a copy is acceptable or the original is required. In this sense, 
digital evidence is no different from traditional evidence in the way that it is necessary for the party 
introducing it into legal proceedings to be able to demonstrate that it is no more and no less than what 
it was, when it came into their possession. In other words, it is important to be able to prove that no 
changes, deletions, additions or other alternations have taken place.  

We can distinguish between three broad categories of digital evidence: 

1) The records of activities that contain content written by one or more people (e.g. email messages, 
word processing files, and instant messages). As evidence: it may be necessary to demonstrate 
that the content of the document is a reliable record of the human statement that can be trusted.  

2) Records generated by a computer that have not had any direct input from a human (e.g. data logs, 
connections made by telephone, ATM transactions). As evidence: to demonstrate that the 
computer program that generated the record was functioning consistently at the material time.  

3) Records comprising a mix of human input and calculations generated and stored by software code 
written by a human (e.g. financial spread-sheet that contains human statements, but via computer 
processing). As evidence: whether it was the person inputting the data, or the writer of the 
software code that created the content of the record, and how much of the content was created by 
the writer of the software code, and how much by the person inputting the data.  

In addition, there are hybrid versions of digital evidence, such as devices and things that can be ñpart 
machine, part digitalò, e.g. a modern car with a large amount of software codes written into it. 

With regards to sources, traditional sources of digital evidence are e.g. CDs, USBs, hard disks, 
cameras, phones, and gaming devices. Furthermore, there are many examples of hidden sources 
such as a memory card or storage device hidden within a computer mouse. The potential for digital 
evidence to be óinvisibleô for the non-trained eye creates challenges for law enforcement. In the 
example above, a lack of front-line knowledge would be that the investigator overlooks the computer 
mouse when searching for evidence, but it can be argued that such knowledge about hidden sources 
should also be part of the ófrontline knowledgeô about digital evidence. 

4.1.4.3 General principles and procedures for handling digital evidence 

To briefly summarize, digital evidence must be admissible, but as mentioned above, there are several 
particularities and challenges tied to this kind of evidence. Since the ultimate goal is the use of 
acquired and analysed evidence to support a case in court; it is crucial that electronic evidence must 
be obtained in compliance with existing legislation and best practice procedures to be admissible in 
trial. Although the details differ depending on national legislation, the following basic criteria must 
generally be taken into account: 

Á Authenticity: it must be possible to positively tie evidentiary material to the investigated incident. 

Á Completeness: it must tell the whole story and not just a particular perspective. 

Á Reliability: there must be nothing about how the evidence was collected and subsequently 
handled which causes doubt about its authenticity and veracity.  

Á Believability: it must be readily believable and understandable to a judge and/or the members of 
a jury. 
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Á Proportionality: its application to digital forensics establishes that the whole investigative process 
must be adequate and appropriate. The benefits that are to be gained by using a specific measure 
must outweigh the harms for the party of parties affected by the measure.  

4.1.4.4 Key challenges for law enforcement and criminal proceedings 

The increasing digitalization of society (a more large-scale and long-term example of a societal 
change) necessitates new kinds of knowledge and working methods, also for law enforcement actors. 
It is important to note that digital evidence is a novelty for all stakeholders ï from policemen and 
prosecutors, forensics experts to barristers and judges. Their experience in this area is no older than 
two or three decades and pretty much each new case can bring a new challenge. 

While the basic principles of policing still apply to the handling of digital evidence, there are some key 
differences with traditional evidence, for example the (often) lack of DNA or fingerprints or other 
material evidence, but also ï while the evidence might be material ï it can be hidden in a way that 
necessitates new methods for e.g. searching a crime scene. In other words, digital evidence does not 
have to be material (only manifested via more or less ñneutralò excising devices), but even when the 
digital evidence is material (such as a USB stick), it still comes with some challenges distinguishing it 
from the more traditional evidence. For the former, one example is the fact that with the prevalence of 
Wi-Fi and Bluetooth, it is not necessary to be physically connected to commit a crime. This makes the 
job of finding and tracing this kind of evidence more difficult. Similarly, for ñcloud storageò, the so-
called ñcloud computingò has no real physical locations, apart from its servers, and it is not necessary 
to keep the data in a fixed location and it could be moved constantly. It is not even a given that the 
cloud provider knows where concrete data are located. Furthermore, this poses also questions of how 
it can be ensured that data can be collected fast enough (before it moves) and how it is possible to 
make copies of it. For the latter, new ways of searching for evidence is necessary as there are 
examples of USB- sticks (e.g. containing illegal visual material) have been hidden inside objects such 
as a computer mouse or a tub of ice cream, or hidden inside a frozen block of ice. Another more 
fundamental challenge is that there are currently no international guidelines that transcend all 
jurisdictions, and search and seizure is generally regulated in three different jurisdictions in e.g. the 
UK. Furthermore, with digital evidence, there tends to be so much unseen evidence that there is a 
great deal of unused materials. From the perspective of the prosecution, the defence tend to want to 
see the unused materials ï and this can be a burden. Finally, the sheer potential size of digital 
evidence (taking the demands and the principle of completeness into account), can be challenging. 
For example, it requires technical, practical and analytic skills, to find a sensible way of presenting e.g. 
3 TB of data before a court. 

Generally speaking and regardless, digital evidence is subject to the same rules and procedures as 
traditional evidence, but there are a few challenges that are particular to the former: 

Á It can be invisible to the non-trained eye (e.g. hidden sources), 

Á It may need specialists to gather the evidence (e.g. technical knowledge on computer forensics), 

Á It can be volatile (e.g. an iPhone going into ósleep modeô), 

Á It can be altered or destroyed through normal use (e.g. entering the wrong password on a device 
that consequently locks itself down), 

Á It can be duplicated without degradation (e.g. a file can be copied without leaving many traces), 

Á Technology advances quickly (e.g. new models with different features and traits makes it 
necessary to keep up with the development), 

Á Authenticity can be challenging (e.g. tying the evidence to the crime), 

Á Presentation can be challenging (e.g. it is impossible for a judge to be presented with several TB 
of data). 

Taking into account the key challenges presented above, we can identify some key principles for the 
handling of digital evidence in the context of criminal proceedings. Firstly, digital evidence is not just 
about computer crimes, but today, most crimes will have some kind of digital or electronic aspect to 
them. It can be electronic communication (such as a mobile phone) or it can be using digital solutions 
to explicitly commit a crime that it would otherwise not be possible to commit off-line (such as 
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phishing). In either case, the discussions about digital evidence are not a subject just for computer 
forensics experts; front line officers and investigators also need to deal with it, and it requires a new 
approach to evidence. Realistically, we can say that the issue of digital evidence has become also a 
front-line issue that requires a new skill set for the front-liners of law enforcement. For example, most 
frontline officers should be expected to know that you should not let a seized iPhone go into sleep 
mode because then you will need the password to unlock it. If it goes into sleep mode then it will wipe 
everything once you tap the password wrong ten times. While this is not part of traditional trainings for 
police officers, with the widespread occurrence of this kind of evidence in the field, the correct 
handling of it can no longer be described as expert knowledge, but should rather be part of the basic 
knowledge of every investigator. Similar principles relate to finding ways to ensure that the digital 
evidence is not contaminated, and ultimately, to make sure that the information is presented in court in 
a way that particularly a judge, has no difficulties in understanding. 

4.1.4.5 Practical challenges and guidance for the presentation of electronic evidence in 
a court of law 

Taking into account the challenges of finding, tracing, obtaining and holding the evidence, as 
described above, the ultimate goal for digital evidence ï as with all evidence ï is that is needs to be 
collected an presented in such a way that it is admissible in a court of law. Generally, we can say that 
all evidence should have a chance at being admitted, unless there is a concrete reason for exclusion. 
For example not every country permits covertly obtained intercepted evidence to be admitted into legal 
proceedings. If brought to court, a practical challenge for questions of admissibility can be ensuring 
that a judge understands the nature of the charges and its link with the digital evidence. The very first 
step when presenting digital evidence in a court of law, is to get the courts permission in advance for 
the electronic presentation. It can also be a good idea to establish a general sense of the judges 
concern about the technology, and to adapt the procedure accordingly. The form in which evidence is 
provided to the requesting jurisdiction can also cause challenges to the prosecution, i.e. it might be 
difficult to satisfy the local legal requirements regarding admissibility. Concretely, there might also be 
differing definitions of serious criminal offences between jurisdictions, in turn affecting the admissibility 
of the evidence underpinning the proceedings. As a very general rule; when dealing with digital 
evidence, follow best practise as far as possible. This can e.g. mean to start by clearly establishing a 
link between the digital and the human domain. Furthermore, the presentation of the relevant 
technology to a jury and to a judge should limit the use of technical terms, and rather focus on ñmaking 
the crime realò. Visualizations and illustrations in the presentation have proven to be useful, as people 
tend to give more attention to what they see than to what they hear.  

4.1.4.6 Significance for LASIE 

As part of the societal and legal context in which the development of the LASIE prototype is taking 
place, the system will have to accommodate for the regulatory gap that currently exists in the area of 
digital evidence. Of particular importance for the implementation of the system, is the fact that there 
are currently no international guidelines regulating the role of digital evidence, which transcend all 
jurisdictions. To limit the effects of this regulatory gap ï and to increase the chances of the data that 
the LASIE system processes will eventually be admissible in a court of law ï ensuring that basic 
criteria such as authenticity, completeness, reliability, believability and proportionality are taken into 
account in the processing, is a first basic step when dealing with digital evidence. 

In parallel, the novel character of digital evidence for all stakeholders would require a close look on 
developments in this field and might necessitate changes in the architecture of forensics tools and this 
will certainly impact the LASIE prototype. 

4.2 Societal change 

4.2.1 Why to look at societal change? 

Public authorities sensu largo, all need to develop and work with solutions that are not only functional 
and useful, but that are also accepted by society. While technical assessments of such tools and 
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measures often focus on the short-term practical potential of the novel approaches, strategies, 
concepts and solutions, societal reactions and ethical challenges are usually more long-term, abstract 
and complex.46 Sometimes these effects are also unintended, such as in the case of the 
implementation of the ñbody scannerò to enhance airport security. While the measure was intentionally 
developed to be an efficient way to scan passengers for dangerous objects, its implementation 
eventually created considerable societal resistance and unease, e.g. illustrated by its popular 
renaming as the ñnaked scannerò. 

Furthermore, we cannot accept that any surveillance tool, such as LASIE, once accepted in society, is 
a given. In other words, the relation between the society and surveillance is not a constant. 

One way to regard ósecurityô is as a feeling rather than as a fact, and thus that practices of security can 
only be carried out as a certain kind of negotiation about values (Burgess 2011). This means e.g. that 
the way a population perceives implemented security measures ï such as surveillance tools ï in their 
society, is an important factor in both the effectivity and the efficiency of these measures, since the 
societal values that underpin the populationôs perception ultimately influence societyôs ability to 
implement and adopt the security measures at stake. While the effectiveness and societal 
acceptability of a surveillance tool cannot necessarily be calculated, this acknowledgement 
necessitates a continuous qualitative assessment (and discussion) e.g. about the way events and 
societal debates influence and incorporate societal values, and vice versa. It is in particular via the 
understanding of security as a negotiation of values, that ethical challenges are likely to arise, as this 
section will later show. 

4.2.2 Change applied: acceptance and acceptability 

Taking into account the concept of óta panta rheiô, context-dependency is one viable starting point for 
understanding the change in peopleôs perception of the various facets of security and surveillance. Via 
the recent PRISMS research project, Friedewald, et al. (2016) found that people's attitudes to 
surveillance as a security measure vary, and are clearly context-dependent. The researchers found 
that in Europe overall, citizens are relatively critical of surveillance measures because their responses 
to given cases differed largely depending on the ñ[é] context, purpose and implementationò of a given 
system or device (ibid.: 14). Factors impacting perception can be the current level of trust in 
government, the individualôs perceived security threat, a personôs gender, age or social status, and the 
extent of the surveillance measureôs presence in an individualôs life. For example, it was found that the 
people surveyed in the PRISMS research project were less positive about surveillance security 
measures administered by private sector and profit-oriented enterprises, than by public authorities.  

However, in the discussion, the researchers argue that there are a few factors that are important in all 
cases regardless of context. A strong correlation was found between personal security concerns and 
positive attitudes towards surveillance. Even stronger than this was the correlation between worries 
about personal privacy and non-acceptance of surveillance practices. Finally, people´s trust in their 
countries´ institutions had a positive effect on their support for a security practice. To summarize, 
acceptance is higher whenever people feel that the practice is a) beneficial to their personal concerns 
or worries, b) understandable, and c) does not affect them personally in their day-to-day life (ibid.: 19). 
For these reasons, inter alia, we can to a certain extent indicate how and in which contexts a 
surveillance measure might gain public support.  

What might be a bigger challenge with regards to changing acceptance of surveillance is to identify 
what the societal values really are. Although values can be challenging to pinpoint, some can be found 
manifested in treaties and regulations. For example, the functions and legitimacy of the EU is in itself 
constituted through a reference to a discourse of values (Burgess 2011: 136), i.e. many of the 
practices and principles making up the EU make reference ï indirectly or directly- to a set of 
fundamental values, which in discussions about e.g. surveillance, has as a natural consequence 
something that can be referred to as a securitzation of values (ibid.). The values that constitute the 
European community of values are for example manifested in the 2009 Lisbon Treaty. An example is 
the on-going refugee influx, creating large opinion divisions across countries such as Germany, the 
United Kingdom, France and Denmark, in some cases resulting in public and political claims for 

                                                      
46 See e.g. The Sydney Morning Herald 2006, http://www.smh.com.au/articles/2006/12/05/1165080915144.html. 
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