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Executive Summary 

The purpose of this Deliverable is to provide an updated report to the partners of the LASIE 
consortium on any changes of technological, regulatory and societal nature that might be of 
importance for the LASIE prototype, its further development and deployment. The work reported in this 
Deliverable was conducted under WP2 as part of task T2.2 (Privacy Monitoring).  

The structure of the present Deliverable, as of its predecessor, contains five main sections, preceded 
by an introduction. It starts, in Section 2, with an updated report on the technological change. The next 
two sections (3-4) report on the regulatory (and, in particular, legislative) and societal changes, 
respectively. These parts of this report cover a period since Deliverable D2.2 was produced in August 
2016 (M28) until the end of the project, i.e. October 2017 (M42). Subsequently, this Deliverable moves 
on to reporting from four seminars where various topics relating to the societal implications of the 
LASIE project were discussed. These seminars were organised by and held at PRIOôs premises in 
Oslo, Norway during 2016 and 2017 (Section 5). In the final section (6) we provide once again 
recommendations drawn from the above-mentioned analysis, and formulate advice on how best to 
take into consideration the societal issues facing the LASIE project (privacy, data protection, ethical 
considerations, etc.). 

In particular, we conclude this Deliverable with a set of recommendations as follows: 

1) Recommendations that we have issued in Deliverable D2.2 remain valid.  

2) Continuity of the care for societal concerns must be ensured after the LASIE prototype 
is deployed on the market. Therefore, we now address all our recommendations not only to 
the LASIE consortium as a whole, but also to its institutional partners (as the project comes to 
an end). 

3) When a data protection impact assessment (DPIA) is performed for a deployed LASIE 
prototype, the relatively narrow scope of that tool should be extended by a broader impact 
assessment tool that would comprise as many societal concerns as possible. 

4) The legacy of the EVIDENCE project ï or any similar one ï offers valuable guidance for 
handling digital evidence and should therefore be closely studied. 



D2.3: Monitoring report on emerging ethical challenges and current social debates (Update D2.2) 

9  

 

1 Introduction 
With this public Deliverable, we contribute to the on-going work carried out as part of Task T2.2: 
Privacy Monitoring, whose overall aim is to provide guidance to the LASIE consortium in respect to 
fundamental rights, ethics and societal issues. We focus on the notion of óchangeô ï i.e. óan act or 
process through which something becomes differentô1 ï and its impact on the LASIE project. Thus, in 
the present report we analyse technological, regulatory and societal change that affects both the 
LASIE prototype and the process through which it is developed.  

Within the LASIE project, the notion of óchangeô and its impact thereon have been analysed twice. 
First, in August 2016, i.e. in the middle of the life-time of the project, we published our first report on 
this matter, in which we recommended to the project consortium:  

1) To take into consideration the three óchangingô factors ï the society, technology and regulation 
ï into its work. 

2) To ensure the LASIE prototype is compatible with the new European personal data protection 
framework. 

3) To ensure the LASIE prototype adheres to national security standards developed under the 
new Directive on security of network and information systems (NIS). 

4) To ensure the LASIE prototype is able to demonstrate the logics that lead to an arrest and/or 
detention of an accused person as well the evidence available. 

5) To ensure the LASIE prototype handles digital evidence in accordance with the principles of 
authenticity, completeness, reliability, believability and proportionality. 

6) To continuously monitor the developments in the area of digital evidence. 

7) To ensure the LASIE prototype is continuously assessed against a broad range of societal 
values, including not only ethical notions (privacy, data protection, ethics of surveillance), but 
also acceptance of a given society in which the LASIE prototype would be deployed. 

It is important to note that PRIO has not been empowered ï within the LASIE consortium ï to monitor 
and enforce the implementation of these recommendations. Nevertheless, their materialisation has 
been strongly encouraged. 

Second, in October 2017, we now present our second report on this matter. We cover the change that 
has occurred between August 2016 and October 2017, i.e. between the last privacy monitoring 
Deliverable,2 on the one hand, and the due date of submission for the present Deliverable, on the 
other.  

In the preceding Deliverable, we have explained that our observations about the change concern 
Europe understood sensu largo, i.e. European Union (EU), and the European Economic Area (EEA) 
and Switzerland, as well as external factors impacting the goings-on in European affairs. We have 
further clarified that our work in this project is concerned with a tripartite change, i.e. societal, 
technological and regulatory, which affects the LASIE prototype and its development (cf. Fig. 1). We 
further distinguish between substantive and procedural change. The former concerns regulatory and 
factual needs that have occurred, the latter ï their reflection in legislation and policies. We treat each 
type of change separately, knowing the arbitrariness of such distinction; yet we do so for a greater 
clarity of the analysis. This disclaimer applies to the present Deliverable too. 

                                                      
1 Oxford Dictionary of English. 
2 Dariusz Kloza, Stine Bergersen, Rocco Bellanova, Ida Rødningen, Filipe Custódio, Apostolos Axenopoulos and Sofia 

Trujillo (2016) Monitoring report on emerging ethical challenges and current societal debates (Deliverable D2.2), LASIE, 

Oslo; http://www.lasie-project.eu/wp-content/uploads/2015/05/LASIE_D2.2_monitoring_report_v4.2_final_clean.pdf.  

http://www.lasie-project.eu/wp-content/uploads/2015/05/LASIE_D2.2_monitoring_report_v4.2_final_clean.pdf


D2.3: Monitoring report on emerging ethical challenges and current social debates (Update D2.2) 

10  

 

 

Figure 1: Interdependence of óchangingô factors to the development of the LASIE prototype 

This report contains the following five main sections: 

1) Section 2: Analytical overview of the current changes at technological levels. This part 
presents recent technological developments concerning both the LASIE prototype and the 
process of its development. It asks: what has recently changed from a technological viewpoint 
that is of relevance to LASIE? 

2) Section 3: Analytical overview of recent changes at regulatory level. This includes an 
overview of recent case law and any other relevant development in politics, ethics and society 
at large. It asks: what has changed from a regulatory viewpoint that is of relevance to LASIE? 

3) Section 4: Analytical overview of recent changes on the societal level. This section 
provides a commentary on developments in public acceptance or surveillance, any relevant 
instances or activities, and future demographic, social or political considerations to be made in 
the final stages of the LASIE development.  

4) Section 5: Reports from public seminars organised within the LASIE framework. This 
section includes four summaries from recent public seminars held in Oslo, provides grounds 
for drawing common conclusions from the issues raised in each one of them and outlines their 
relevance to the project.  

5) Section 6: Recommendations based on the above-mentioned analysis: how the change 
in technology, regulation and society impacts the LASIE prototype and the process of 
its development. This final section provides further and updated advice on how to safeguard 
the societal concerns raised by LASIE (ethics, privacy, data protection, criminal evidence law, 
and so on.) 

We publish this deliverable as the LASIE prototype is nearing its finalisation. We aim, like with 
Deliverable D2.2, to open a broader discussion about what elements, affecting the development of 
LASIE, have changed and how they would be impacting this process of development. Needless to 
say, we aim for this Deliverable to be also a reference work in this discussion as it goes beyond the 
lifetime of the LASIE project itself. 

ǎƻŎƛŜǘȅ

needs

ǾŀƭǳŜǎ perceptions

ŀǘǘƛǘǳŘŜǎ

technologyǊŜƎǳƭŀǘƛƻƴ
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2 Change (I): Technological 

2.1 MPEG standardization on media orchestration 

In the security domain, LASIE framework assists investigators by enabling tools and technologies to 
construct an event narrative, by stitching together a single media stream obtained from diverse media 
sources. The heterogeneous media sources are depicted in Fig. 2. The orchestration framework 
considers the synchronisation of Timed Media to be achieved through the establishment of ócorrelation 
timesô between the Timed Media generated through CCTV and other forms of sensing technologies, 
which is subsequently rendered at the investigation room at LEAs. The heterogeneous sensing 
technologies indicate the capture of Timed Media with or without any knowledge of other media being 
captured at the same time instant that includes professional video footage and/or social media. 
Similarly, the investigation room indicate the consumption of Timed Media by the User with or without 
the knowledge of other Users/Devices consuming the same data. The media orchestration 
specification provides architectural components and data formats to enable the provision of universal 
media timeline in which heterogeneous timed media can be represented from disparate sources. 

 

 

Figure 2: Media orchestration framework for security domain 

The ISO/IEC 23001-13 standard formalises the bit-stream to enable the following aspects: 

- Applies to sensing as well as rendering; 

- Applies to fully offline use cases as well as network-supported use, with dynamic availability of 
network resources that enable streaming capabilities; 

- Applies to real-time use as well as media created for later consumption; 

- Applies to security, but also communication, infotainment, education and professional services; 

- Concerns temporal (synchronization) as well as spatial orchestration; 

- Concerns situations with multiple sensors (óSourcesô) as well as multiple rendering devices 
(óSinks;), including one-to-many and many-to-one scenarios; 

- Concerns situations with a single user as well as with multiple (simultaneous) users, and 
potentially even cases were the óuserô is a machine, although this is not yet represented in the use 
cases.  
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2.1.1 How these technological evolutions may affect the work done so far? 

The LASIE computational framework is based on automated technology for advanced data and 
metadata processing and structuring including their spatiotemporal synchronization and Asymmetric 
ñDROPò Synchronization (ADS) to support human operators in critical decision-making stages. The 
aim is to link and merge heterogeneous data retrieved or streamed from multiple sources to improve 
the knowledge-base and the accuracy of recommendations to analysts guiding the investigation 
process and performing inference based on evidence extracted from such plethora of heterogeneous 
media. So far one of the main challenges in security projects like LASIE is the handling of vast 
amounts of media data. Being able to orchestrate and synchronise such data according to established 
standards offers new opportunities to the project. LASIE outcomes and contributions to the standard 
will add value in different technical aspects including interoperability and efficiency in related big 
data/media processing.  

 

Figure 3: Timeline representation for media orchestration. 

2.1.2 Adaptations to LASIE development 

The LASIE contribution for the standardisation process will include the exploitation of DROP for 
establishing correlation timestamps for establishing correspondence between the source media 
produced; the logical orchestration process that allows for the representation of cross-media 
correspondence between spatio-temporal media captured either through CCTV or social media and 
finally enabling multi-stream access across network for unified investigator experience. The 
representation of the ROI uses the MPEG-B part 10 Amd 1 [RegionOfInterest] (via ISO/IEC 23001-10 
[Timed Metadata]) uses ISOBMFF file format [ISOBMFF] for pointers to 
2DCartesianCoordinateSamples, the 2DCartesianCoordinateSampleEntry, their timing and their 
relationship to video samples in the ISOBMFF file. Clause 6.2.2.1 specifies the syntax of a 
2DCartesianCoordinateSample, which are 9 bytes in byte (8-bit) alignment. Clause 6.2.1.1 specifies 
the syntax of a 2DCartesianCoordinateSampleEntry, which is a MetadataSampleEntry of the type 
'2dcc'. 
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The extractions of ROI are presented as below and are considered in the context of surveillance 
application. A region of a video that consists of unique information is represented as a DROP 
(Distinctive Region Or Pattern). A set of examples of these DROP regions is presented in Figure 4.  
The qualifying metrics of a region to be DROP should appear to be unique and distinctive as 
presented in Error! Reference source not found..  

 

Figure 4: Examples of DROP from LASIE Dataset 

 

Figure 5: Identification of DROP region in CCTV footage 

The extraction of the DROP feature is out of scope of the present document. It could be based on the 
use of MPEG ï 7 CDVS or Haar-like features. 

2.2 Ethics and Digital Evidence (EDE) module 

2.2.1 Overview  

Access control to information and services is a pillar in every well-built software system. In the access 
control domain, Policy Management functionality deals with the definition, storage and, eventually, 
disposal of access control policies defining which (authenticated) identities are entitled to access 
services and information. 

Two aspects have to be taken into account in developing such access control mechanism. Firstly, the 
need for flexible and easily manageable access control rules and ï secondly ï the need to interface 
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with exiting access control solutions already deployed in LASIE infrastructure. As a result, a policy-
based component, named the Ethics and Digital Evidence (EDE) module has been introduced in the 
LASIE solution. 

Ensuring the correct visibility of data is the main goal of the EDE module.3 To make this possible, it 
must enable the compliance with laws and regulations. These regulations may differ depending on the 
context of the usage of the system (criminal investigation) and the location of such usage. Therefore, 
these controls would work as a ñfilterò, limiting the ñnormalò functionalities of the prototype. Because 
they touch upon Ethics and laws on Digital Evidence, they have been called ñEDE filtersò. Indeed, 
access to sensitive data must be strictly restricted to only authorized personnel. These restrictions 
must be flexible as to allow the definition of access lists to selected types of data, to selected criminal 
cases or selected records. For instance, the EDE makes possible to configure the access control to 
only allow investigators involved in a specific case access to the matter under investigation. 

Moreover, policies are compliant to the trust mechanisms that will be defined according to EU and 
national ethical and ethical regulatory requirements. 

Regarding this, data-centric systems (like policies management systems) carry out ñwhoò (users, 
services or entities) may access such data and for what purposes. This provides greater control over 
data. In order to achieve this goal, the target of a policy specifies also the objects and the actions to be 
performed.  

 

Figure 6: Policies are defined using the open standard XACML 

The purpose of the policy management is to support the definition, storage and evaluation of access 
control policies in the LASIE infrastructure. In particular, the policy management component is useful 
to detach the access control decision from the components core behaviour, thus improving flexibility 
and reusability of the components implementation. 

2.2.2 Implementation 

2.2.2.1 Extensible Access Control Markup Language 

The Extensible Access Control Markup Language (XACML) has been adopted, by the EDE module, to 
define access control policies. This choice has been driven by some factors. Mainly, the high flexibility 
provided by the XACML language, that allows to define many kinds of access control requests and, 
secondly, the need to avoid the lock-in deriving from choosing a proprietary language to represent 
access control policies. 

In the context of LASIE, access to infrastructure services, as well as access to investigation data, is 
enforced by every component of the information exchange chain.The EDE module is invoked by the 
integration node, it manages access requests and queries the Policy Decision Point (PDP) component 
regarding the applicable access policies. Then it replies with an ñallowedò or ñdeniedò response. If 
allowed, the operation moves forward, if denied the user is directed to an error message. 

                                                      
3 The types of data handled by the LASIE prototype range from simple identifiable pictures of people to more sensitive data 

such as skin colour and other information which are protected by law. 
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2.2.2.2 Role Based Access policy  

Policies can be structured as Close-world (explicitly stating is "permit") or as Open-world (explicitly 
stating is "deny"). So, when a request has to be treated, are taken into consideration the organization's 
policy and the kind of world (open or close), to obtain a "permit" or a "deny" to access the desired 
resource. The EDE implemented the Close-world and a role-based access policy mechanism. This 
type of policies is used to rule access to particular resources based on user role. This is useful in 
those cases requiring the access control policies to be bound to roles in the organisation hosting the 
protected information, as in LASIE. 

2.2.2.3 The components of the module 

The Policy Enforcement Point is the part of the other EDE components in charge of enforcing the 
access to the protected resource (information or service). This element is in charge to prepare a 
XACML request compliant with the EDE policy model and pass it to the XACML Policy Decision 
Point (XACML PDP). The XACML PDP is then responsible to dispatch the request to an appropriate 
engine for evaluation. These ñcontrolsò are put on top of technical functionalities provided by the user 
interface. They provide a ñsecond checkò to better protect information, returning access control 
decisions by evaluating the set of access control policies that are applicable to a given access control 
request. The implementation of the EDE module relies upon a set of components as described below: 

Á Policy Administration Point (PAP): This component allows the definition of XACML policies by 

the information stakeholders. Defined policies are stored in the XACML Policy Repository;  

Á Policy Enforcement Point (PEP): The Policy Enforcement Point submit XACML requests to the 

XACML Policy Decision Point and enforces corresponding decisions by authorizing or denying 

access to the protected resources; 

Á Policy Decision Point (PDP): This component receives requests from the Policy Enforcement 

Point, and dispatches it to the XACML engine configured to evaluate requests. 

PDP and PAP are FIWARE4 framework based software components. 

  

Figure 7: Interaction between the EDE components 

                                                      
4 FIWARE is a middleware platform, driven by the European Union, for the development and global deployment of 

applications for Future Internet. The API specification of FIWARE is open and royalty-free. The objective of FIWARE is to 

facilitate a cost-effective creation and delivery of Future Internet applications and services in a variety of areas. 



D2.3: Monitoring report on emerging ethical challenges and current social debates (Update D2.2) 

16  

 

3 Change (II): Regulatory 

3.1 Legislative proposals in the field of privacy and personal data protection 
(EU/EEA/CH) 

The reform of the regulatory framework for personal data protection in the European Union, with the 
ramifications for the EEA member states too, continues. After the General Data Protection Regulation 
(GDPR)5 and the Law Enforcement Data Protection Directive6 have been adopted in April 2016, the 
European Commission has recently tabled two further legislative proposals: 

Á for the Regulation on Privacy and Electronic Communications (ñePrivacy Regulationò),7 and 
Á for the replacement of Regulation 45/2001.8 

In parallel, Switzerland has tabled a proposal for its new data protection law in order to keep pace with 
the developments in the EU/EEA.9 Norway is obliged to implement the GDPR into its national 
legislation by the virtue of the EEA agreement and this process has already started.10 

After the so-called Brexit vote (June 2016), the United Kingdom (UK) will nevertheless implement the 
GDPR as well as the Law Enforcement Data Protection Directive as their applicability (6/25 May 2018) 
comes before the UKôs departure from the Union (29 March 2019). The UK has made a political 
declaration that ï after leaving the Union ï the level of protection of personal data will adhere to the 
EU standards.11 

However, none of these developments have any direct impact on the LASIE prototype, i.e. as it stems 
from these above-mentioned proposed texts, there would be no specific regulatory requirement that 
would be of a direct relevance for LASIE. Nevertheless, it is important to keep up with the 
continuation of the reform process as the final texts adopted might be of importance to LASIE. 
Furthermore, new proposals might be tabled with a direct or indirect impact on the LASIE 
prototype.  

                                                      
5 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural 

persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 

95/46/EC (General Data Protection Regulation), OJ L 119, 04.05.2016, pp. 1-88. 
6 Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April 2016 on the protection of natural 

persons with regard to the processing of personal data by competent authorities for the purposes of the prevention, 

investigation, detection or prosecution of criminal offences or the execution of criminal penalties, and on the free movement 

of such data, and repealing Council Framework Decision 2008/977/JHA, OJ L 119, 04.05.2016, pp. 89-131. 
7 European Commission, Proposal for a Regulation of the European Parliament and of the Council concerning the respect 

for private life and the protection of personal data in electronic communications and repealing Directive 2002/58/EC 

(Regulation on Privacy and Electronic Communications), COM(2017) 10 final, Brussels, 10.01.2017. The progress of the 

legislative process can be traced via the Legislative Observatory of the European Parliament (OEIL) at 

http://www.europarl.europa.eu/oeil/popups/ficheprocedure.do?reference=2017/0003(COD)&l=en.  
8 European Commission, Proposal for a Regulation of the European Parliament and of the Council on the protection of 

individuals with regard to the processing of personal data by the Union institutions, bodies, offices and agencies and on the 

free movement of such data, and repealing Regulation (EC) No 45/2001 and Decision No 1247/2002/EC, 

COM(2017) 8 final, Brussels, 10.01.2017. Cf. OEIL, 

http://www.europarl.europa.eu/oeil/popups/ficheprocedure.do?reference=2017/0002(COD)&l=en.  
9 Loi fédérale sur la protection des données (LPD), avant-projet, Bern, 21 December 2016; 

https://www.bj.admin.ch/bj/fr/home/staat/gesetzgebung/datenschutzstaerkung.html.  
10 Cf. http://www.efta.int/eea-lex/32016R0679.  
11 Martin Sloan, óData protection and Brexit ï an updateô, LEXOLOGY, 3 February 2017; 

https://www.lexology.com/library/detail.aspx?g=2594e982-6812-4fe3-9dae-8f3785f9a351; Mehreen Khan, óUK assures on 

close EU data protection laws after Brexitô, Financial Times, 24 August 2017; https://www.ft.com/content/afff45a0-1597-

3f1c-a6da-79c3f61e6d2c?mhq5j; cf. also [UK] House of Lords, European Union Committee, Brexit: the EU data protection 

package, London, 18 July 2017; https://publications.parliament.uk/pa/ld201719/ldselect/ldeucom/7/7.pdf.  

http://www.europarl.europa.eu/oeil/popups/ficheprocedure.do?reference=2017/0003(COD)&l=en
http://www.europarl.europa.eu/oeil/popups/ficheprocedure.do?reference=2017/0002(COD)&l=en
https://www.bj.admin.ch/bj/fr/home/staat/gesetzgebung/datenschutzstaerkung.html
http://www.efta.int/eea-lex/32016R0679
https://www.lexology.com/library/detail.aspx?g=2594e982-6812-4fe3-9dae-8f3785f9a351
https://www.ft.com/content/afff45a0-1597-3f1c-a6da-79c3f61e6d2c?mhq5j
https://www.ft.com/content/afff45a0-1597-3f1c-a6da-79c3f61e6d2c?mhq5j
https://publications.parliament.uk/pa/ld201719/ldselect/ldeucom/7/7.pdf
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3.2 New guidance on privacy and data protection impact assessments  

3.2.1 Article 29 Working Party and national guidance in the EU 

The notion of óimpact assessmentô in relation to privacy and personal data protection continues to gain 
importance in the area of security ï be it urban or national. Not only it has become a legal obligation in 
the European Union (EU) in the context of personal data protection, but also a series of policy 
documents have been recently issued, advising how to maximise the potential of one particular type 
thereof, i.e. the so-called ódata protection impact assessmentô (DPIA).12 As it is almost certain that the 
LASIE ógadgetô ï after having been put on the market, i.e. in a deployment phase ï would fall in one or 
another way into the DPIA requirement, it is therefore important to reflect on this matter. 

In particular, the Article 29 Working Party (WP29) ï a EU advisory body on the protection of personal 
data ï has issued its guidance of the application of a DPIA in the reformed EU data protection law.13 
Notwithstanding that neither these guidelines are legally binding nor that they are limited only to the 
GPDR (the LASIE prototype is more likely to fall into the scope of the Law Enforcement Data 
Protection Directive than into the GDPR),14 they nevertheless do offer a series of suggestions of 
general applicability and this way they valid for the LASIE project too. (We refrain from evaluating here 
the quality of the above-mentioned guidelines as such an inquiry falls outside the scope of the present 
Deliverable.) 

In particular, the WP29 has: 

1) Clarified when a DPIA is required under the new personal data protection legal framework in 
the EU: it follows from the text of the law that a DPIA is not mandatory for every set of data 
processing operations, but only for those that can result in ñhigh riskò to the rights and 
freedoms of individuals. The question then remains what can cause such a óhigh riskô. Among 
others, the WP29 considers that any processing of personal data that aims at ñevaluation and 
scoringò, at ñautomated decision-making with legal or similar significant effectò or in case of 
ñinnovative use or applying new technological or organisational solutionsò would require a 
DPIA.  

With regard to the last situation, the WP29 further clarified that ñ[t]he GDPR makes it clear 
(Article 35(1) and recitals 89 and 91) that the use of a new technology, defined in óaccordance 
with the achieved state of technological knowledgeô (recital 91), can trigger the need to carry 
out a DPIA. This is because the use of such technology can involve novel forms of data 
collection and usage, possibly with a high risk to individualsô rights and freedoms. Indeed, the 
personal and social consequences of the deployment of a new technology may be 
unknown.ò15  

In case of doubt, the WP29 recommends the óbetter safe than sorryô approach, i.e. ñ[i]n cases 
where it is not clear whether a DPIA is required, the WP29 recommends that a DPIA is carried 
out nonetheless as a DPIA is a useful tool to help controllers comply with data protection 
lawò16  

                                                      
12 Cf. also ISO/IEC 29134:2017 Information technology ï Security techniques ï Guidelines for privacy impact assessment; 

https://www.iso.org/standard/62289.html.  
13 Article 29 Working Party, Guidelines on Data Protection Impact Assessment (DPIA) and determining whether processing 

is ñlikely to result in a high riskò for the purposes of Regulation 2016/679, Brussels, 04.10.2017, WP 248 rev.01; 

http://ec.europa.eu/newsroom/document.cfm?doc_id=47711. Cf. also Rapha±l Gellert (2017) óThe Article 29 Working 

Partyôs Provisional Guidelines on Data Protection Impact Assessmentô, European Data Protection Law Review, Vol. 2, 

pp. 1ï6. 
14 The Directive provides a weaker requirement for a DPIA in its Art 27. Within the field of application of that Directive, the 

future European Data Protection Board (EDPB) would be empowered to issue ñguidelines and recommendations and best 

practices in order to ensure consistent applicationò of the Directive [Art 51(1)(b)]; this might include DPIA for the law 

enforcement sector. Cf. also footnote 3 in WP 248 rev.01. 
15 WP 248 rev.01, p. 10. 
16 WP 248 rev.01, p. 8. 

https://www.iso.org/standard/62289.html
http://ec.europa.eu/newsroom/document.cfm?doc_id=47711
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It is nevertheless for the data controller to make a decision, for which she or he is 
accountable, whether a given situation requires a DPIA. Any such decision must be justified 
and subsequently documented. 

It can be therefore safely concluded that similar categories of data processing operations 
would fall into the scope of Art 27 of the Law Enforcement Data Protection Directive and 
therefore require a DPIA for deployed surveillance tools like the LASIE prototype. 

In parallel, the WP29 has acknowledged the existence of a research and development (R&D) 
phase of technology production and argued that ñ[s]torage for archiving purpose of 
pseudonymised personal sensitive data concerning vulnerable data subjects of research 
projects or clinical trialsò would require a DPIA.17 (This is in line with the approach that the 
LASIE consortium has undertaken since the beginning of the project.) 

2) Clarified that data processing operations put in place before the applicability of the new 
legal framework might still require a DPIA: ñ[t]he requirement to carry out a DPIA applies to 
existing processing operations likely to result in a high risk to the rights and freedoms of 
natural persons and for which there has been a change of the risks, taking into account the 
nature, scope, context and purposes of the processingò.18 Therefore, in case the LASIE 
prototype is deployed before May 2018, i.e. the day of applicability of the new framework, it 
might require a DPIA. 

3) Emphasises that a DPIA is a óliving instrumentô, i.e. a DPIA should be revisited once the 
technological, societal and/or regulatory context changes: ñthe revision of a DPIA is not only 
useful for continuous improvement, but also critical to maintain the level of data protection in a 
changing environment over time. A DPIA may also become necessary because the 
organisational or societal context for the processing activity has changed, for example 
because the effects of certain automated decisions have become more significant, or new 
categories of data subjects become vulnerable to discriminationò.19 Thus, ñ[a]s a matter of 
good practice, a DPIA should be continuously reviewed and regularly re-assessedò.20 

4) Emphasised the importance of continuity of the DPIA process in a situation when a given 
project (technology) is transferred from one entity to another: a ñDPIA can also be useful for 
assessing the data protection impact of a technology product, for example a piece of hardware 
or software, where this is likely to be used by different data controllers to carry out different 
processing operations. Of course, the data controller deploying the product remains obliged to 
carry out its own DPIA with regard to the specific implementation, but this can be informed by 
a DPIA prepared by the product provider, if appropriateò.21 

5) Clarified that the DPIA process is scalable to the context in which it is used,22 i.e. adjusted 
to the needs of a given organisation and to the nature of a project under development. 

6) Last but not least, it reminded that the DPIA process is oriented towards the interest of 
individual persons and not towards the interest of an organisation: ñthe DPIA under the 
GDPR is a tool for managing risks to the rights of the data subjects, and thus takes their 
perspective, as is the case in certain fields (e.g. societal security). Conversely, risk 
management in other fields (e.g. information security) is focused on the organizationò.23 

The WP29 guidelines further on elaborate, inter alia, on the method of assessment, the need for prior 
consultation, publication of the final DPIA report as well as on the criteria for an óacceptableô DPIA. 
The analysis thereof does not raise any particular LAISE-related issue; therefore we leave it aside the 
present Deliverable. 

                                                      
17 WP 248 rev.01, p. 11. 
18 WP 248 rev.01, p. 13. 
19 WP 248 rev.01, p. 14. 
20 WP 248 rev.01, p. 14. 
21 WP 248 rev.01, p. 8. 
22 WP 248 rev.01, p. 17. 
23 WP 248 rev.01, p. 17. 
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What is also important for a DPIA of a deployed-in-the-future LASIE prototype is that a series of 
national guidance on such impact assessment has been following, e.g. in the Netherlands24 and 
France.25 These might contain specific national requirements to be taken into account too. (Again, 
we refrain here from evaluating the quality of these methods.) 

3.2.2 Academic guidance 

Furthermore, a number of academic and policy-making publications have tackled the notion of impact 
assessment in the area of privacy and personal data protection. (Again, we refrain here from 
evaluating their quality.) 

(1) For example, the Brussels Laboratory for Data Protection and Privacy Impact Assessments 
(d.pia.lab), in its policy brief,26 has analysed the best practice for a generic type of impact assessment, 
i.e. applied in any area, ranging from the protection of environment, through research and technology 
development, to privacy and personal data protection. Among many issues raised, the Laboratory has 
acknowledged the limitation in scope of the DPIA tool as such ï i.e. it analyses only personal data 
protection issues and as such it might be good for these issues, provided it has been carried out in a 
good manner, and for nothing more. However, technologies such as LASIE raise many more 
societal issues than only personal data protection. The Laboratory claimed that: 

ñ[i]mpact assessments analyse possible consequences of an initiative against the 
relevant societal concerns, both individual and collective, commensurate with its type 
(e.g. DPIA is about the protection of individuals whenever their personal data are being 
processed and EIA ï natural and human environment).27 Threshold analysis (scoping, 
establishing the context), public participation and expert consultation help determining 
and keeping up-to-date the list of these concerns. Whenever necessary, multiple types of 
impact assessments are performed for a given initiative, possibly in an integrated way.ò28 

Therefore, the Laboratory recommends resorting to other types of impact assessment to cover 
the gap: ñ[w]henever intrusive initiatives fall outside the scope of the DPIA requirement in the GPDR, 
resorting to other types of assessments, e.g. privacy impact assessment (PIA), should be 
recommendedò.29 

(2) Next, the SATORI project (Stakeholders Acting Together On the ethical impact assessment of 
Research and Innovation)30 ï despite being devoted primarily to the research and development (R&D) 
phase of technology production ï has offered a few recommendations that, on our view, are applicable 
to the LASIE project. It main legacy lies in the development of an ethical impact assessment 
framework, but also in delimitation of the ethical concerns for certain sectors of technology production.  

The SATORI project in particular: 

1) Stressed the importance of societal responsibility: anybody developing a new technology 
should ñ[r]aise awareness of the societal impacts of research, and take appropriate remedial 
actions if deemed necessaryò.31 

                                                      
24 De Rijksoverheid, Model gegevensbeschermingseffectbeoordeling rijksdienst (PIA), Den Haag, September 2017, 

https://www.rijksoverheid.nl/documenten/rapporten/2017/09/29/model-gegevensbeschermingseffectbeoordeling-rijksdienst-

pia.  
25 CNIL, Lôanalyse dôimpact relative ¨ la protection des donn®es (DPIA), Paris 18 October 2017, 

https://www.cnil.fr/fr/lanalyse-dimpact-relative-la-protection-des-donnees-dpia.  
26 Dariusz Kloza, Niels van Dijk, Raphaël Gellert, István Böröcz, Alessia Tanas, Eugenio Mantovani and Paul Quinn (2017) 

Data protection impact assessments in the European Union: complementing the new legal framework towards a more robust 

protection of individuals, d.pia.lab Policy Brief 1/2017, Brussels; 

http://virthost.vub.ac.be/LSTS/dpialab/images/dpialabcontent/dpialab_pb2017-1_final.pdf.  
27 EIA ï Environmental Impact Assessment (footnote ours). 
28 Ibid., p. 2. 
29 Ibid., p. 4. 
30 Cf. http://satoriproject.eu. 
31 SATORI, General Ethical Principles and Issues for all Types of Research and Innovation; Sect. 3.1, 2017; 

http://satoriproject.eu/framework/section-3-ethical-principles-and-issues/shared-ethical-principles-and-issues-for-all-types-

of-research.  

https://www.rijksoverheid.nl/documenten/rapporten/2017/09/29/model-gegevensbeschermingseffectbeoordeling-rijksdienst-pia
https://www.rijksoverheid.nl/documenten/rapporten/2017/09/29/model-gegevensbeschermingseffectbeoordeling-rijksdienst-pia
https://www.cnil.fr/fr/lanalyse-dimpact-relative-la-protection-des-donnees-dpia
http://virthost.vub.ac.be/LSTS/dpialab/images/dpialabcontent/dpialab_pb2017-1_final.pdf
http://satoriproject.eu/
http://satoriproject.eu/framework/section-3-ethical-principles-and-issues/shared-ethical-principles-and-issues-for-all-types-of-research
http://satoriproject.eu/framework/section-3-ethical-principles-and-issues/shared-ethical-principles-and-issues-for-all-types-of-research
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2) Suggested a detailed list of ethical concerns to be taken into consideration for 
ñengineering science and technological innovationò, namely their developers should:  

ñEnsure that the technology to be developed does not pose risks of harm to public 
health and safety in terms of both its production and societal use; 

Ensure that the technology does not harm, or pose inherent risks to, individual 
freedom, autonomy, and privacy, human dignity or bodily integrity, as well as the 
well-being and interests of individuals and groups; 

Anticipate potential risks and harms to the environment resulting from the uses of 
the technology, and ensure the prevention of environmental harms caused by the 
use of bio-chemical, radiological and explosive materials; [é] 

Ensure that researchers and staff involved in research and development are not 
exposed to physical harm resulting from harmful biological, chemical, radiological, 
nuclear, or explosive materials; 

Anticipate and avoid the dual-use (e.g. for military purposes) or misuse of the 
technology.ò32 

3) Suggested a detailed list of ethical concerns to be taken into consideration for ñcomputer 
and information scienceò, namely their developers should: 

ñEnsure that new research and innovations offer reasonable protection against any 
potential unauthorised disclosure, manipulation or deletion of information and 
against potential breaches of data security (e.g., protection against hacking, denial 
of service attacks, cracking, cyber vandalism, software piracy, computer fraud, 
ransom attacks, disruption of service); 

Ensure that new research concepts and innovations do not pose any unjustified 
inherent risks to the right of individuals to control the disclosure of their personal 
data; 

Ensure respect for freedom of expression, intellectual property rights, and other 
individual rights and liberties; 

Consider how new research concepts and innovations might harbour or counter 
unjust bias in terms of age, gender, sexual orientation, social class, race, ethnicity, 
religion or disability; 

Consider how the research or innovation activity might harm or promote the 
general well-being of individuals and groups in society (e.g., effects on the quality 
of work or quality of life), the common good, and environmental sustainability; 

Consider whether the research in computer and information sciences, and 
innovations in ICTs might have military applications.ò33 

(3) In a similar vein, Eticas Research and Consulting has proposed a four-partite framework for 
assessing the impacts of new data-driven technologies on the society, as ñ[f]undamental values and 
rights such as trust, dignity, autonomy, the presumption of innocence, the due process of law or 
freedom of movement and expression can be directly and indirectly impacted by technological 
developments. These externalities need to be taken into account and measures must be taken to 
minimise their negative effects.ò Their framework asks for an analysis of (cf. Fig. 7 below.):34 

1) law and ethics,  
2) societal desirability,  
3) societal acceptability and 
4) data management. 

                                                      
32 SATORI, Additional Field-specific Principles for Research and Innovation, Sect. 3.2, 2017; 

http://satoriproject.eu/framework/section-3-ethical-principles-and-issues/additional-field-specific-principles-for-research-

and-innovation.  
33 Ibid. 
34 Cf. https://www.eticasconsulting.com/en/methodology and also Sect. 5.3, infra. 

http://satoriproject.eu/framework/section-3-ethical-principles-and-issues/additional-field-specific-principles-for-research-and-innovation
http://satoriproject.eu/framework/section-3-ethical-principles-and-issues/additional-field-specific-principles-for-research-and-innovation
https://www.eticasconsulting.com/en/methodology
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On our view, the above-mentioned list of ethical concerns ï although not exhaustive ï it useful for 
creating a benchmark for ethical impact assessment of the LASIE prototype and the like before 
they are deployed. 

 

 

Figure 8: The Eticas Framework 

3.2.3 Developments in the area of fundamental rights 

In November 2016, the Fundamental Rights Agency of the European Union (FRA) has issued an 
opinion on the rights of suspected and accused persons across the EU, which concerns translation, 
interpretation and information.35 We have analysed in Deliverable D2.2 the change in due process (fair 
trial) brought about a series of directives on the access to justice,36 in particular: 

Á Directive on interpretation and translation,37 

Á Directive on the right to information,38 and 

Á Directive on the minimum standards on the right of access to a lawyer in criminal proceedings 
and on the right to communicate upon arrest are applied throughout the EU.39 

                                                      
35 Fundamental Rights Agency of the European Union (2016), Rights of suspected and accused persons across the EU: 

translation, interpretation and information, Vienna; http://fra.europa.eu/en/publication/2016/rights-suspected-and-accused-

persons-across-eu-translation-interpretation-and.  
36 Cf. Deliverable D2.2, Sect. 4.1.3. 
37 Directive 2010/64/EU of the European Parliament and of the Council of 20 October 2010 on the right to interpretation and 

translation in criminal proceedings, OJ L 280, 26.10.2010, pp. 1-7. 
38 Directive 2012/13/EU of the European Parliament and of the Council of 22 May 2012 on the right to information in 

criminal proceedings, OJ L 142, 01.06.2012, pp. 1-10. 
39 Directive 2013/48/EU of the European Parliament and of the Council of 22 October 2013 on the right of access to a lawyer 

in criminal proceedings and in European arrest warrant proceedings, and on the right to have a third party informed upon 

 

http://fra.europa.eu/en/publication/2016/rights-suspected-and-accused-persons-across-eu-translation-interpretation-and
http://fra.europa.eu/en/publication/2016/rights-suspected-and-accused-persons-across-eu-translation-interpretation-and
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On our view, the above-mentioned FRA opinion gives further guidance on the practical implementation 
of these new measures. Their findings concern: 

ñï guidance on assessing whether interpretation and translation are necessary, and on 
the appropriate timeline for providing these services; 

ï effective translation of essential documents; 

ï safeguards to ensure that suspects and accused persons can effectively communicate 
with their legal counsel; 

ï quality of interpretation and translation; 

ï accessibility of information about the rights of suspected and accused persons, 
including those arrested or detained; 

ï effective and practical access to materials of the case; 

ï availability of effective remedies; 

ï existence of effective measures to take into account particular needs of suspects and 
accused persons who are vulnerable.ò40 

3.2.4 Legal status of digital evidence 

3.2.4.1 Background: the old problems continue 

Digital evidence can generally be defined as information and data of value to an investigation that is 
stored on, received or transmitted by an electronic device.41 As briefly discussed in Deliverable D2.2, 
there are several particular traits to this category of evidence, such as the fact that it may be latent or 
hidden, it can cross jurisdictional borders very quickly, it can easily be altered or damaged and it can 
in many cases be very time sensitive. Some suggest that digital evidence may be divided into three 
major forensic categories of devices depending on where the evidence may be found: Internet-based, 
stand-alone computers or devices, and mobile devices.42  

However, for the purpose of this Deliverable, the concept is treated conceptually and in particular in 
relation to the potential implications for the future implementation of the LASIE prototype. This means 
that this section focuses on providing the reader with an update on the topic of digital evidence, which 
may serve an updated reminder for how the developments in this fields of digital forensics needs to be 
taken into account, also by future users of the tool. This section is based on the key acknowledgement 
that ï while technological change and societal change are treated separately in this deliverable ï they 
are of course very much related. The development and potential of technologies (as well as regulatory 
requirements) does not take place in a vacuum, thus also larger societal issues should be taken into 
account. 

To conclude already at the onset, the following issues are still seen as key considerations to take into 
account in the current and future implementation of the LASIE prototype, when it comes to the concept 
of digital evidence:  

1. Rules governing the admissibility of digital evidence are still diverse across European 
legislations. This means that the implementation of the LASIE prototype must follow at least a 
basic set of criteria, largely mirroring the requirements for traditional evidence.   

2. Both courts and law enforcement agencies are still challenged by the continuous evolution of 
technological devices. This is unlikely to have a significant direct impact on the implementation 

                                                                                                                                                                      
deprivation of liberty and to communicate with third persons and with consular authorities while deprived of liberty, OJ L 

294, 06.11.2013, pp. 1-12. 
40 FRA (2016), Rights of suspected and accused persons across the EUé, op. cit., p. 9. 
41 [US] Department of Justice, Office of Justice Programs, National Institute of Justice (2008) Electronic Crime Scene 

Investigation: A Guide for First Responders, Second Edition, Washington; https://www.ncjrs.gov/pdffiles1/nij/219941.pdf.  
42 [US] National Forensic Science Technology Center (2013) A Simplified Guide To Digital Evidence; 

http://www.forensicsciencesimplified.org/digital/DigitalEvidence.pdf.  

https://www.ncjrs.gov/pdffiles1/nij/219941.pdf
http://www.forensicsciencesimplified.org/digital/DigitalEvidence.pdf
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on the LASIE tool, but it is possible that the emergence of the tool, as well as other similar 
tools with similar aims, drawing on diverse sources of traditional and digital evidence, can 
have an impact in pushing a change towards common European rules for the handling of 
digital evidence forwards.  

However, while the regulations are homogenous, all courts and LEAs continue to be confronted with a 
set of similar challenges, e.g.  

- The lack of a clear definition of electronic (digital) evidence; 

- The legal implications are still not clear, especially with regards to collection, evaluation and 
admissibility of the evidence; 

- The impact which electronic evidence has on the criminal proceedings; 

- Different national criminal justice systems in the EU/EEA member states handle electronic 
evidence differently in courts. 

Despite several successful efforts to harmonise and create a shared understanding of the challenges 
and possibilities of the use of digital evidence, as there are still no formal international guidelines 
regulating the role of digital evidence, following the basic criteria listed in Deliverable D2.2 are still 
recommended. For the future implementation of the tool, it is a given that regulatory developments 
should be taken into account, but regardless of jurisdiction, the following basic criteria should be taken 
into account in the collection and processing of the digital evidence processed/used by the LASIE 
prototype: 

¶ Authenticity: It must be possible to positively tie the digital evidentiary material to the 
investigated incident. 

¶ Completeness: The digital evidence must tell the whole story and not just a particular 
perspective. 

¶ Reliability: It must be made clear how the evidence was collected and subsequently handled, 
and this must happen in a way that does not cause doubt about its authenticity and veracity.  

¶ Believability: The digital evidence must be readily believable and understandable to a judge 
and/ or the members of a jury. 

¶ Proportionality: The role of digital evidence in digital forensics establishes that the whole 
investigative process must be adequate and appropriate. The benefits that are to be gained by 
using a specific measure must outweigh the harms for the party or parties affected by the 
measure. 

3.2.4.2 The legacy of the EVIDENCE project 

After the submission of Deliverable D2.2, in October 2016, the EVIDENCE project (European 
Informatics Data Exchange Framework for Court and Evidence) came to an end.43 The project was 
dedicated to the application of new technologies in the collection, use and transmission of electronic 
evidence. The aim was to provide the European Commission with a roadmap for harmonisation of the 
exchange of this type of evidence in the Member States. The project aimed at fostering dialogue 
among stakeholders, and to develop a common language for the description and handling of 
electronic evidence. A catalogue of digital forensic tools in use was put together, and by building on 
these advances, the project proposed a roadmap for consideration by the European Commission.  

Of relevance to the LASIE project, and to the continued development of the prototype of the LASIE 
tool, it is worth noting that also the EVIDENCE project highlights how discrepancies in practice, e.g. 
across borders, complicate the use of digital evidence. In addition, many ethical, legal and technical 
issues are to consider. The tools tend to vary between countries, tend to be proprietary and are thus 
harder to harmonise than open source versions. The main outcome of the EVIDENCE project has 
been the establishment of dialogue between the various stakeholders handling digital evidence, a 
formal language to facilitate the exchange of material form different sources and in different 

                                                      
43 Cf. http://www.evidenceproject.eu.  

http://www.evidenceproject.eu/
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languages, as well as providing a catalogue of tools used to deal with digital evidence. While the 
project has formally ended, funding is being sought for carrying our trials to test the outcomes.  

As the governance of digital evidence is a complex and rapidly changing matter, we advise to 
continuously monitor developments in the field. In particular, we draw attention to the following 
publications constituting the legacy of the EVIDENCE project:44 

Á D2.1 Semantic Structure report 

Á D3.1 Overview of existing legal framework in the EU Member States  

Á D3.2 Status quo assessment and analysis of primary challenges and shortcomings 

Á D4.1 Overview of existing standard for treatment and exchange of electronic evidence 

Á D6.4 Review of laws and other regulations governing ethical and data protection issues 

Á D7.4 Ethical Issues and Data Protection Report 

Á D8.1 Report on Data Protection in Gathering and Using Electronic Evidence 

Á D9.1 Report on Actions to Be Taken 

Á D9.2 Road Map. 

                                                      
44 All of them available at http://www.evidenceproject.eu/the-activities/deliverables.html. 

http://www.evidenceproject.eu/the-activities/deliverables.html
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4 Change (III): Societal 

4.1 Why to continue looking at societal change? 

The outputs of the LASIE project, as well as all the effort leading up to it, have taken place in a society 
and in a political climate that are continuously changing. In other words, the LASIE project has been 
conducted not in isolation from the surrounding environment and the said environment is not of a 
constant nature. These two artefacts ï the LASIE gadget and the environment ï are interdependent. 
The last year has passed with significant events and changes in that environment, which in one way or 
another ï directly or indirectly ï have a significant impact on research, technology production and on 
public debates in general.  

From some perspective, such a change can be seen as having a twofold nature. There is a gradual, 
slow change on a conceptual level and there are rapid events that quickly trigger such a change. As 
far as the former is concerned, one of the slower changes can be seen in the relationship between 
surveillance and the society. The status of this connection is not a given, but a core argument of the 
most recent publication by Gary T. Marx is that we are currently living in an age saturated with 
surveillance.45 Only few decades ago, the various strands of what is now considered a coherent field 
of study ï surveillance ï were largely studied as individual topics. E.g. border control was something 
belonging to the field of law enforcement and credit scoring had to do with economics. Today, 
however, the totality of all the measures that monitors human behaviour, activities or other kinds of 
information about us, for the purpose of influencing, managing, directing, or protecting people, can be 
studied via the analytical entry point of surveillance. This is relevant to mention in the context of this 
Deliverable because it tells us something about the way that smaller changes eventually have 
cumulated into a broader societal change, where the advancement of a certain concept (i.e. 
surveillance) has changed the way we look at the world ï to a large extent. The public knowledge 
about surveillance has been raised by near-global events such as the 2013 Snowden revelations and 
its subsequent ramifications. (A reader should note this is not the sole recent change of that 
magnitude, cf. the concept of ósurveillant assemblageô proposed by Haggerty and Ericson in 200046 as 
well as Salterôs argument of a change towards the ósecurity cultureô.)47 In short, the totality of these 
impacts constitutes a societal change, where there is an increased awareness about surveillance in 
society. As far as the latter is concerned, a rapid change is often triggered by events in technology, 
regulation and the functioning of the society.  

The main aim of this chapter is to underline the importance of taking into account the ever-changing 
nature of the society. Although it is beyond the scope of LASIE to go into depth about all the changes 
in society that might have an impact on the outputs of the project, an effort has been made to highlight 
some of these changes in more detail, e.g. via the four public seminars that have been arranged 
during the lifespan of the project.48  

4.2 Societal change applied: recent developments on the European societal 
level and their societal acceptability 

In the present section, an update on the societal acceptability is taken one step further by providing a 
brief commentary on recent events or studies with key findings regarding public acceptance of crime 
surveillance technologies. In particular, it comments on the challenges and developments relevant for 
the societal acceptability of the LASIE prototype, drawing also on recent events in the European 
context. It once again serves as a un updated reminder that while the effectiveness and societal 
acceptability of a surveillance tool cannot necessarily be calculated, a continuous qualitative 

                                                      
45 Gary T. Marx (2016) Windows into the Soul: Surveillance and Society in an Age of High Technology, University of 

Chicago Press, Chicago. 
46 Kevin D. Haggerty and Richard V. Ericson (2000) óThe Surveillant Assemblageô, British Journal of Sociology, 51(4), 
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47 Cf. Sect. 5.4, infra. 
48 Cf. Sect. 5, infra. 
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assessment (and discussion) e.g. about the way events and societal debates influence and 
incorporate societal values, and vice versa, is necessary. 

As the below-mentioned events, which occurred after the submission of Deliverable D2.2, illustrate 
how societal developments continue to challenge our perception and our take on security- and 
surveillance related issues, in the final stages of LASIE ï and the implementation of the project 
outputs ï demographic, societal and political considerations are still relevant. This is not only the case 
because the project and its outputs are being developed and disseminated as an integral part of the 
society it is set to serve, but as also because there are practical and concrete implications to be taken 
into account, e.g. for the public acceptability of the LASIE tool.  

For example, one of the major challenges facing future Europe is the demographic change in which, 
by the year 2030, more people will live in cities or urban environments than in any other type of region. 
As previously mentioned, in the prequel to this current Deliverable,49 public acceptance is context 
dependent, and is also influenced by recent events in local communities, such as terrorist attacks or 
other major tragedies.50 Changes in demography are likely to have an impact on the way surveillance 
measures to combat crime are being perceived in the population. 

4.3 Pushing the boundaries? The impact of major incidents on societal 
acceptance of security technology 

It has already been established that solutions for combatting and investigating crime or other major 
incidents cannot be expected to operate in a societal vacuum, and to be accepted by society based on 
technical assessments and advantages alone. In Deliverable D2.2, the public acceptability of such 
tools and measures was described, highlighting several events, which influence the public 
acceptability of such tools. In this updated Deliverable, it can be reiterated that the word has continued 
to be affected by several major incidents which (individually and in sum) hold the potential to have an 
impact on the way citizens view and perceive the tools and measures aimed at preventing and 
investigating such major events. Concretely, since October 2016, when Deliverable D2.2 was 
submitted, Europe has seen several terrorist attacks,51 which have gained significant media attention, 
and which have raised public debates about issues as diverse as migration, the role of the Internet in 
recruitment and communication in preparation for attacks, the on-going conflict in the Middle East (in 
particular the civil war in Syria), the challenges of de-radicalization, and the travel ban implemented by 
US president Donald Trump.52 This has been contrasted to the impact of these developments on 
individual freedoms and rights and the extent to which societies are willing to give up on them in 
exchange for greater security. 

It can be observed that ï in the aftermath of terrorist attacks in Europe ï people tend to continue to 
accept the heightened security measures. For example, in Belgium, who was hit by a terrorist attack 
on 22 March 2016 ï in a recent poll (October 2017) ï it was revealed that 69% of Walloons, 67% of 
Brussels and 64% of Flemish do agree that ñthe military must remain on the streets to protect the 
populationò. A clear majority, therefore, was found in the three regions of the country. Only 16% do not 
agree in Wallonia, 16% in Brussels and 25% in Flanders.53 In Norway, and in the light of the wave of 
terror attacks in the recent years in Europe, a recent survey concluded that the Norwegian population 
is very willing (ñI høy gradò) to allow the Police Security Service (PST) to use surveillance measures on 

                                                      
49 Cf. Deliverable D2.2. 
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telephone communication (a covert police method, which has been not much used, but is now become 
more common) if the intention is to prevent terror attacks.54  

In the UK, in November 2016, the Investigatory Powers Act of 2016 was passed, which legalises a 
range of tools for snooping and hacking by the security services, giving the UK intelligence agencies 
ñthe most sweeping surveillance powers in the westerns worldò.55 A few months later, in response to 
the increased use of facial recognition software for commercial purposes,56 the Hyperface project, 
concerned with privacy, fights back, aiming to overwhelm and confuse these systems by presenting 
thousands of false hits.57 On 25 September 2016 a Swiss referendum on the new surveillance law has 
received 65,5% of popular support as the federal government had argued that óthe new measures 
would allow Switzerland to ñleave the basement and come up to the ground floor by international 
standardsôò.58 As a further example, a contested bill on covert investigation was also adopted by the 
Georgian parliament in late 2016, setting up a new agency responsible for covert surveillance with 
wide mandates.59 The bill was adopted, but with significant resistance from the parliamentary 
minorities, and from NGOs. By contrast, in October 2016, the French Constitutional Council declared 
the unconstitutionality of a key clause of the 2015 surveillance law, which had allowed wiretapping 
without oversight, since the provision in question constituted a ñmanifestly disproportionate 
infringementò.60 

These examples simply show how emerging technologies, after being deployed into the same societal 
context from which they were produced, can be ï depending on the context ï both accepted and 
contested. 

Furthermore, current developments (i.e. increased digitalization and the omnipresence of social 
media) have an impact on the way news and other kinds of information are created and shared. First, 
the speed at which information is circulated allows the general public to rapidly receive, share and 
take part in creating the news. Secondly, the circulation of potentially false information produces only 
more risk and uncertainty. óFake newsô have quickly emerged as a catch-all term to discredit all kinds 
of news stories, and this is likely to have an impact on e.g. the overall trust that people have in public 
authorities such as law enforcement agencies, in the sense that information (data) sharing can be 
viewed more critically by the population. This makes it even more important to take ethical 
considerations, such as personal data protection principles, into account, as well as to make sure that 
the process of implementing surveillance tools such as the one produced by the LASIE project, 
happens in a transparent and re-traceable manner.61 
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5 Seminar reports: what was presented and discussed and what 
are the implications thereof for LASIE?  

5.1 Contextual background 

Throughout the fall of 2016 and in early 2017, the Peace Research Institute Oslo (PRIO) has 
organised and hosted altogether four seminars at its premises in Oslo, Norway. The main idea was to 
explore the many societal implications of the work of the LASIE project in order to better understand 
them as well as to complement and counterbalance the already prolific exploration of the technological 
aspects thereof. 

Each of these seminars brought about a keynote speaker and two discussants from a wide range of 
academic and professional backgrounds. These four invited keynote speakers and some dozen of 
discussants came from both public and private sectors, representing various research and outreach 
fields from all over Europe. They brought insights of utmost importance for the ósocietal sideô of the 
LASIE project, i.e. the application of privacy impact assessments (PIAs) to security measures, the 
legal and ethical implications of machine learning and of smart cities, as well as the emergence and 
proliferation of ósecurity cultureô in the contemporary society. Each of the seminars run for two hours. 
Each keynote speaker was given roughly 45 minutes and was followed by two invited discussants 
(including from within the LASIE consortium), providing their reflections and comments to the main 
speaker (each 10 min.-interventions). The remaining time was spent for an open discussion with the 
audience.  

Public reports thereof were written after each seminar and subsequently published on-line on both the 
PRIO and LASIE websites. Two seminars were recorded and the voice-files are available on the PRIO 
website. This section of the present Deliverable provides a comprehensive overview of the four 
seminars respectively, based on the public reports from each of them. (We invite the reader to analyse 
these reports in a detail greater than they have been summarised below.) 

5.2  ά¢ƘŜ /ƻƴǘŜǎǘŜŘ {ŜƳŀƴǘƛŎǎ ƻŦ Ψ{ŜŎǳǊƛǘȅΩ ŀƴŘ ǘƘŜ /ǳǊƛƻǳǎ /ŀǎŜ ƻŦ tǊƛǾŀŎȅ 
Impact Assessments applied to National Security InitiaǘƛǾŜǎέ 

5.2.1 Seminar 

A breakfast seminar by Roger Clarke62 
Based on a public report thereof by Stine Bergersen (2016)63 

The main issues that were discussed during this inaugural seminar were twofold: first, an analysis of 
the very concept of security, and how we understand and define its different scopes. There is no 
singe, unanimous textbook definition of the term security, and it needs always to be regarded in 
context. One could say that it has more to do with an individual perception of a ñcondition in which 
harm does not arise [to an asset] despite the occurrence of threatening eventsò. Using the 
conventional security model, in which a generic threat gives rise to a threatening event which in turn 
exploits vulnerability, as a starting point, we tend to assume that harm implies a deteriorating or 
worsening impact on an asset. Given this starting point, it is important to keep in mind that very rarely 
are the harms and assets given, as these are context dependent and prone to change by applying 
different perspectives (for example, what is seen as an asset in one context may be the harm in 
another).  
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It therefore becomes pivotal to define these, especially who the stakeholders are. We need to ask: 
ñWhose security/assets are we talking about?ò, ñwhich stakeholders?ò, and to take a closer at the 
dynamics between the different stakeholders. Furthermore, by adding organisations, industry sectors 
and segments, and also layers of local, national and regional economy (including e.g. competition 
between nations), the abstract level increases further. So, depending on the scope and perspective, 
what is defined as ñcritical infrastructureò by, for example, governments will also vary, to include 
different elements from industry sectors. These can be e.g. transport, energy, water supplying and 
communication services. At the centre of such discussions we often find data, ranging from abstract 
forms to empirical or synthetic, and information (defined as data applied in a context for a use). Going 
back to the conventional security understanding, then, contrasts with a ñmostly forgotten scope for 
securityò, which highlights how some stakeholders, particularly external ñusersò and ñuseesò are often 
forgotten about. The concept of a ñuseeò can be explained in terms of the example of credit 
databases, where the stakeholder is not directly involved, but nonetheless affected. As a result of the 
complexity of the different layers in the scope(s) of security tensions arise, and these tensions can 
arise organizational objectives or alternative scope definitions. The topmost layer of the model of 
scopes of security is society, however the model may also be expanded further. This can be done by 
also including considerations such as humanity. Ultimately it becomes a question of political economy, 
which ideally should be evaluated by means of social science, e.g. to examine relations of power 
among the different stakeholders. 

Where, and in what ways, can we place national security in this model, using as a point of departure 
an assumption that national security goes beyond the conventional sovereign state protection against 
a foreign attack? The use of this word [security] can be problematic, as labelling can have various 
implications, for instance if/when mixed up with terrorism.  

The second main focus of the seminar presented results from a survey of PIAs conducted within the 
context of Australian Government national security initiatives. This section was based on a recent 
article,64 in which it is argued that democracy in Australia has been gravely threatened in the past 15 
years by measures harmful to human rights. A large portion of these are unjustified, and have not 
been subject to effective controls neither before nor after implementation. Although the appropriate 
forms of impact assessments, such as PIAs, were readily available, the problem has rather been a 
lack of ensuring that such mechanisms be adequately applied or applied at all. Despite the intrusive 
nature of these measures, both the parliament and government have failed to impose either pre or 
post-controls on the basis of a heavily biased and outdated perception of security. The overall goal of 
applying systematic PIAs to these processes is not just to document, but also to avoid implementing 
schemes that are unjustified, and, for those that are justified, to ensure that the design incorporates 
controls and mitigations measures. Although the use of PIAs can be both beneficial (providing an 
organization with insight into what exactly is to be achieved, and how) and problematic (costs, delays 
etc.), the session concluded that PIAs do not function as a control mechanism.  

5.2.2 Discussion 

Two invited discussants shared their comments and questions. First, Lee Bygrave65 raised several 
questions, like whether the concept of national security keeps being contested on purpose, by many 
players, since this gives them room for manoeuvring within their respective fields. And further, whether 
it is useful to distinguish between security and safety, and between military and civil sector, in these 
discussions. The subsequent discussion touched upon how we can ï acknowledging the findings from 
the Australian context ï do PIAs as more than symbolic, e.g. by introducing legal mandates to back 
the PIAs up, as well as ñevolution meta principlesò, e.g. the principle of proportionality and EU courtsô 
case law.  

The intervention by Rocco Bellanova66 suggested that privacy often comes into play as an 
afterthought, something that comes after the introduction of a security measure, and which is to a 
large extent left to the individuals dealing with the law. National security is mentioned as rather a style 
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of governing, with concepts such as the panopticon and biopolitics as elements in a discussion of how 
a population can be managed by the state. Bellanova also described how many security measures are 
defined via the definition of a state of exception and that it is also a question of rhetoric.  

The reply by Clarke largely confirmed that there is indeed a confusion in terms between security and 
safety, yet Clarke includes safety in security, but also that there is a challenging ambiguity. With 
regard to questions on PIAs, Clarke suggested to ñget beyond window dressingò and that the onus 
should be put on organizations to do PIAs.  

From the general audience, questions and comments were raised about the fundamental importance 
of semantics and of acknowledging the power of definitions. One question had to do with the 
difference between synthetic and empirical data, and another whether we can talk about different 
levels from ñnormalò to ñstate of emergencyò, or if this is a gradual shift. Another question had to do 
with how we can keep PIAs relevant in a time where you do not necessarily have personal data (i.e. 
as in the so-called ñbig dataò), and what the distinctions and overlaps between PIAs and Societal 
Impact Assessments (SIAs) are.  

5.3  ά!ǊǘƛŦƛŎƛŀƭ tƻƭƛŎŜ !ƎŜƴǘǎΥ [ƻƻƪƛƴƎ !ǿǊȅέ 

5.3.1 Seminar  

A lunch seminar by Mireille Hildebrandt67 
Based on a public report thereof by Stine Bergersen (2017)68 

This seminar gave an insight into policing within the context of forensics. With regard to current 
research on forensics and machine learning, a handbook by Jesus Mena from 2016 was used as an 
example to see how forensics and machine learning relate to each other.69 A difference is drawn up in 
the book between passive (post-crime) and active (predictive) forensic investigations, and further, a 
long line of methodological approaches is presented, such as inductive forensics, deductive forensics, 
and a range of cybersecurity tools. One definition of forensic science in relation to machine learning as 
provided by the author is: the prediction of criminal intent and/or action (thus placing the whole field 
within predictive forensics). While we are used to thinking that content analysis is more privacy-
intrusive than meta-data analysis, this is not necessarily the case. In some cases, the meta-data can 
be far more invasive, and say far more about what kind of person you are, than content data. 

The police are increasingly interested in remote access of computing systems, to compensate for the 
fact that communication is often encrypted (they will access the information before or after it is 
encrypted, on the device of the sender or receiver). It is important to distinguish between forensic 
science in terms of discovery and evidence post-crime, and predictive analytics. In this regard, ñbig 
dataò opens up many possibilities for researching different kinds of data and to mine all sorts of 
different patterns in the data that may have predictive value.  

Regarding machine learning, the illustrative example of A-B testing was used. Machine learning can 
best be explained in reference to all websites that we experience as running smoothly and providing 
relevant information, as these are most probably continuously being A-B tested. This means that a 
provider has a website ï version A ï to which one small change is made, e.g. in layout, font, colours 
etc. ï this is version B. The audience is split, and half the visitors are directed towards version A, the 
other half to version B. Software calculates which visitorsô machine-readable behaviour is most 
advantageous for the website owner, leading to a preferred version A or B. This preferred version then 
becomes the new version A, and can go through the same kind of testing. This process will be iterated 
to keep the site up to date, attractive and lucrative.  
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When it comes to the very concept of machine learning, the example of building software to grade 
papers is useful. This was a need that arose after the introduction of some very popular online 
courses, resulting in a too-big-to-handle amount of student papers to grade manually. The teacher 
grades the first 100 papers manually, then feeds both the papers and the grade to the machine, ótelling 
itô that these papers are the input, and that these grades are the correct output. The task of the 
machine is then to figure out the mathematical function that best relates the input to output, thus 
coming up with a statistical relation between the two (basically a hypothesis). Next, the teacher grades 
the next 200 papers, and óasksô the machine to do the same thing. The teacher then compares his or 
her own grades to those of the machine, ótellingô it where it went wrong (this is an example of 
reinforcement learning). This whole process is continued until the teachers observes that the machine 
gets it right. However, teachers will still have to check the highest and lowest degrees. This type of 
machine learning is called natural language programming; it can be related to the fact that machines 
are getting better at reading legal texts, mining argumentation and predicting the outcome of court 
cases, threatening to take over parts of the work of legal services. Importantly, however, there will 
always be a training set (the data that form the input), and data scientists will have to develop a set of 
hypotheses (mathematical functions) to enable the machine to relate the input to the output. The 
developer of the software needs the machine to predict the outcome for not only the training set, but 
also for future sets. The target function cannot be known because of the fact that future data are not 
known. The speaker referred to David Wolpert, who developed in 1990s the ñno free lunchò theorem. 
This is mathematical proof that since we never have access to future data, we can never be sure that 
a hypothesis function is the correct (the target) function. Thus, the optimization process may work on a 
particular training set for a particular output, but one can never be sure that it will work for another 
training set, if this concerns future data. As a consequence, the choice of the training set and the 
choice of the mathematical functions that you are testing, involve trade-offs and a kind of politics.  

For example, the choice of a training set impacts the results that you get, e.g. if you use datasets that 
can be described as ñlow hanging fruitò (data that happens to be available or cheap, but not 
necessarily relevant), or if the datasets are very large (which can lead to detection of spurious 
correlations). In both cases the predictions are wrong, but may nevertheless influence people, which 
make it difficult to test whether or not they were wrong. Trade-offs are at stake between accuracy and 
predictive force. Finding the right kind of hypothesis for your dataset is crucial for the quality of your 
predictions, taking into account that the predictions are in a sense always fragile, and needs to be 
tested iterantly. So, if you train your algorithms on a particular dataset, you might be getting incorrect 
results because the hypothesis works for the training set, but not for the test set. If you are looking e.g. 
to predict homicide, you have to decide which data you think is important, you have to pick a set of 
data points that you are going to collect, and there is the possibility that there might be relevant data 
that you did not think to include in the training set. And if relevant data is not part of your training set, 
then this data will not be part of your output. In short, the choice of training set co-determines the 
output. Furthermore, if the purpose of forensic sciences is to target people, e.g. as potential suspects, 
then this risk of wrong, incomplete, or false datasets is not merely a methodological problem, but a 
real problem that will have an impact on peopleôs lives. From the perspective of data science, machine 
learning is based on detection of a relevant bias in a data set, and the bias is productive. If you cannot 
detect any bias, the data set would be random. The more data is put together, the more patterns (bias) 
will be found. The challenge is to find the correct and relevant bias that can work for you in real life. 
The whole process of gathering data, processing them, building a hypothesis space and testing which 
hypothesis óworksô requires substantial investment, and considering the trade-offs and uncertainties 
one wonders whether this is all worth it.  

Critics towards these systems often say that they should not have any bias, but central philosophical 
strains of thought claim that biases are important tools for us to make sense of the world. It is 
important for humans to have frames of reference to discriminate between different situations, people, 
threats and opportunities, and to put these frames to the test. The question that we should ask is how 
the methodological issue of bias in machine learning relates to the ethical and legal understanding of 
bias and prohibited discrimination. What does it mean that these systems are always biased, and in a 
sense always have to be biased? What happens if the system is tested and a bias against e.g. 
Muslims is revealed? Then, the bias must be taken out, since it is prohibited to make decisions based 
on that factor. But many other types of bias may be acted upon, based on the operations of machine 
learning, that are not prohibited and that consist of complex mathematical calculations. Can we get our 
finger behind this and contest such bias? On what grounds?  
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It is important for the discussion on what machine learning does to first see that this technology has an 
enormous impact. It presents the police etc. with a specific ï new ï type of choice architecture (a term 
taken from nudge theory that wants to present people with specific options, that óhelpô them to make 
better decisions). Machine learning has an impact because it reduces peopleôs behaviour to 
computable facts, and predicts their potentially criminal behaviour based on such ófactsô, resulting in 
the police acting upon them. Such predictions are fragile and depend on all kinds of trade-offs. One of 
the dangers of predictive policing and forensics is to assume that data is the same as facts. A data is a 
translation, a representation or a trace of what it refers to, and the patterns found in the data are not 
necessarily to be found in órealityô (whatever that is).  

Technology is neither good nor bad, but never neutral. The first thing to be looked at is the normativity, 
which a specific technology generates. Normativity is not the same as morality, but refers to what 
behaviours a certain technology enforces, induces, precludes or inhibits. It refers to the impact of a 
technology on our behaviour patterns. Once that normative impact is established, you can ask if that is 
good or bad (morality or ethics). Furthermore, it becomes a question of politics. What does data driven 
policing of data driven forensics afford? What does it rule out, what does it encourage, etc.? How does 
this affect checks and balances, between the police on the street and managerial policing? What does 
this imply for forensic researches? To what extent do they lose certain discretion?  

The final part of the presentation highlighted that there are scholars who think that the police should 
not have any discretion, that the law should just be executed with no room for own decisions 
(legalism). The speaker, however, agreed with this and highlighted the work of legal philosopher 
Dworkin, stating that actually the rule of law starts when policemen (or civil servants) act on the 
discretion to execute the rule of law. If you take this flexibility away from the police, they will become 
predictable, and to the extent that this were to be possible they could be replaced robots or by 
software systems. However, this would imply a rigid, legalistic system, assuming that the future is 
already out there and that rules require no interpretation. This is a legalistic understanding of what the 
law is. If you allow forensic scientists to practice with some discretion, their expertise will grow while 
exercising that discretion. Indeed, their ability to raise important questions in a court of law as expert 
witnesses is very important in order to sustain and renew the integrity of forensic science. If you 
assume this, then the question we should ask is how we can develop these sorts of systems in a way 
that enhances this integrity instead of ñsqueezing itò?  

5.3.2 Discussion  

Mareile Kaufmann70 commented that from the perspective of her research on ñdeviance and the 
digitalò and via three main points. The first point had to do with the assumption of ñonline worldò and 
the distinctions between perception, agency and intelligence. Kaufmannôs second point related to the 
reasoning in policing and law and she asked what the ethical implications of applying this kind of 
correlational, aggregated and patterned reasoning to individuals are. Her third point related to the 
writing and translation of rules into the system architecture and concretely the question of what digital 
data does to our lives?  

The second discussant was Kristoffer Lidèn.71 His first point, reflecting both recent developments and 
in preparation of future developments, referred to the long-term effects of small steps taken now and 
the concept of ñfunction creepò. Lid¯n asked about the realism of implementing the kind of systems 
that Hildebrandt was describing and reflected upon the importance of the wider societal context that 
these systems are introduced within, a particular strength in Hildebrandtôs research (such as the 
notion of ñonlife worldò).  

After these two interventions, Hildebrandt provided some comments and reflections, e.g. with regard 
to the notion of ñagencyò (used on a high level of abstraction), highlighting that we as humans need to 
find a way of interacting with systems that, even though they are mindless, have agency and influence 
us. Another issue raised by Hildebrandt was the over-production of data and patterns (ñdata- and 
pattern obesitasò), resulting e.g. in that machines can find and interpret patterns that do not really 
mean anything. A final point by Hildebrandt, summing up the comments to several points in the two 
interventions, related to the issue of legal protection by design. 
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5.4  άbƻǘ {ƻ {ƳŀǊǘ /ƛǘƛŜǎΚ ! DǳƛŘŜ ǘƻ IŜƭǇƛƴƎ /ƛǘƛŜǎ 5ŜǾŜƭƻǇ 9ǘƘƛŎŀƭ 5ŀǘŀ 
{ǘǊŀǘŜƎƛŜǎέ 

5.4.1 Seminar 

A lunch seminar by Gemma Galdon Clavell72 
Based on a public report thereof by Ida Rødningen (2017)73 

This seminar focused by and large on smart cities, and the challenges facing those developing and 
implementing them. The opening argument was that there is a problem with the way in which the 
concept of the smart city is defined, and that most existing definitions fail to deliver. People are 
missing in the definitions, so what would happen if they were placed at the centre of the definition? 
This bottom-up approach would challenge the corporate narrative, which shows some evolution in the 
right direction, but it still ends up falling into technological determinism. Many believe that technology 
will bring empowerment, change etc., however this may be a false promise.  

Instead of looking at what a smart city is, it may be useful to enquire as to what a smart city does. The 
amount of surveillance that surrounds us in day-to-day life is extensive. Anything that is labelled 
ósmartô is essentially surveillance, and can be said to spy on citizens: from smart TVs, clocking-in 
systems, personal fidelity cards, CCTV etc. The need to take into account a level of responsibility, and 
also a certain level of accountability is crucial in the future development of the concept. Cities could 
end up graveyards of failed technology, for instance abandoned censors. Oftentimes, people within 
public administration with little or no knowledge of buying technology are the same people making 
decisions about which technologies we buy. 

There is also an extensive policy failure and implementation of the procured technology. How 
technology is communicated to the people is another ï there is a fundamental imbalance between the 
discourse around technology and peopleôs needs. Why do cities keep buying and implementing CCTV 
when there is evidence that it does not serve its intended purpose? A camera is a visible, even 
tangible thing as opposed to, for instance a long-term social policy plan to reduce inequalities. 
However, the political capital of CCTV cameras has not translated well to the concept of ósmart citiesô. 
There is a clear interest in rethinking the interaction between technologies on the one hand, and urban 
spaces on the other.  

Eticas Research and Consulting74 has been working with the technological hub in the City of 
Barcelona to try to map and create an understanding of where they want to get to with the smart city, 
how they want to get there. The result has been a framework existing of four main pillars of the Eticas 
Framework, describing societal impact when facing various challenges. These challenges are 
apparent in most stages of developing a technological research or innovation project.  

1) Law and Ethics. Ethics and societal impact can be a lot of different things. Traditional 
ethicists tend to only focus on one aspect: discrimination. A traditional ethicist will always 
claim that mass surveillance is preferable over targeted surveillance, which often is illegal. It is 
essential that international law and regulations be taken into account in development, 
procurement and implementation of technologies, but also values that are crucial to our legal 
systems, such as trust, social cohesion, responsibility, etc.  

2) Desirability. What is technology a solution to? The relationship between solution and problem 
is crucial to good policy-making, yet this link is often non-existing when it comes to technology 
development. 
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3) Acceptability. Complying with the law is crucial, but any steps taken also need to produce an 
acceptable, positive outcome for the potential client. Sensored óspy binsô in London were used 
as an example. You put the trash in, but the sensors could pick up the MAC address on your 
phone etc., and then push personalized commercials onto the phone. They were installed 
without any information or prior consent from the local inhabitants. After the following 
complaints, they were finally removed. The same problem occurred in New York, where 
sensors were installed in phone booths. However, the sensors in New York were based on a 
system of consent, so they were legally compliant. Nevertheless, people still rejected it and it 
had to be dismantled. Social acceptability plays a role, and should play a role, in the 
implementation of (new) technologies, e.g. in the deployment of the smart city.  

4) Data management. How are concepts from social science and ethics terminology, such as 
trust and social cohesion, translated into engineering terms? It is important to find something 
that can be understood both by social scientists and engineers. The Eticas Framework asks: 
where do you get the personal data in your database from? How does it get into the system, 
and how does it travel through it? In each step of the data managing process, measures can 
be taken to improve ethical data management. This could be anything from anonymization to 
data minimization, which would mean only collecting the data you need for that particular 
purpose. Differential privacy, k-anonymity etc. are dependent on engineering expertise, but 
many other óremediesô that may be implemented traditionally belong in the social science 
domain. 

The relationship with technology in most organisations, public or private, is a mess. The way things 
are done and the processes that are being used are outdated at best. We have added practices to 
processes that were never rethought. As of now, the only way to audit systems is by reverse 
engineering, which is extremely costly and time-consuming. Personal data ends up online to a larger 
and larger extent, to be used by anyone. For example, insurance companies can adjust peopleôs 
premiums based on acquired information about their likelihood of getting ill. This, by large, goes 
against any principles of fairness and equality, and anything collective crumbles if you know the exact 
wishes and needs of individual people.  

Procurers and policy-makers do know that they want technological systems, but they are often lacking 
a plan with regards to how it will be implemented, how it will impact their existing system, how different 
systems will relate to each other and so on. There are also organizational issues, and often, 
procurement is not under control. When buying new technologies, public administration as well as 
private entities often have no control of what they are actually buying, who the data controller is and 
the privacy risks are difficult to estimate. Future tools or mechanisms that could and should be used in 
smart cities include data management checklists, security-, privacy- and open data-, big data 
management plans, ethical data strategies and so on. Even with these documents, it may take up to 
two years to transform a city, and we are currently compensating for over 30 years of ñnot planning 
properly.ò  

Finally, the issue of ódata despotismô was addressed. There is a narrative around technology saying 
that through technology, people will be enabled to participate more in the life of a city, and thus be 
closer to those representing them. However, we see is that technology is being used as a way of 
avoiding to deal with human beings. ñEverything for the people, with the data of the people ï but 
without the people.ò It is crucial to start tackling this at a city level; the urban level has much more 
potential than any other. National and regional levels are too complex, and anything below the urban 
level lacks the same capacity. Cities are important, and have always been, and they host a lot of 
potential and promise. 

5.4.2 Discussion  

The first discussant was Dariusz Kloza75 whose comments related making sure that the tools and 
measures as mentioned in the keynote would work in practice and in a societally acceptable manner 
given various constraints and challenges. In other words, that it is ósocially okô and this óok-nessô 
comprises legal and ethical compliance, societal acceptance, desirability and any other issue that a 
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given initiative might raise. (This is in line with the Eticas Framework that Galdon Clavell proposed, but 
still more is needed.) These issues in sum were not opposing the concept of the ósmart cityô as such, 
but acknowledged how there are limits to be taken into consideration.  

The second discussant was Kristoffer Lidén,76 who focused on the role of ethics and highlighted 
issues of discrimination, but agreed that the topic is much broader and that there has been a problem 
with the traditional work on the ethics of technology, security technology and surveillance.  

A question was raised from the audience about whether Clavell has considered including means of 
incentives to produce effective outcomes in public services, to which Clavell responded that demand is 
not an issue. A participant asked about the specifics of politicians becoming engineers. Clavell 
rounded the session off by commenting that it is all about implementation, and how you explain things 
to build a discourse that resonates with people. 

5.5 άCǊƻƳ wƛǎƪ aŀƴŀƎŜƳŜƴǘ ǘƻ {ŜŎǳǊƛǘȅ /ǳƭǘǳǊŜΥ ǘƘŜ /ƘŀƴƎƛƴƎ hǊƎŀƴƛȊŀǘƛƻƴ 
ƻŦ {ŜŎǳǊƛǘȅέ 

5.5.1 Seminar  

A breakfast seminar by Mark Salter77  
Based on a public report thereof by Ida Rødningen (2017)78 

This fourth and final seminar in the series was about aviation security and the radical shift of directions 
it has seen away from the risk management framework, and towards a security culture. It specifically 
looked at the development, implementation and controversy surrounding the millimeter wave scanner 
system.  

Security and the perception of security (a) is not the same thing, and (b) is socially constructed. There 
is not an objective condition of security that we can identify, but rather it is something fluid that is 
created. It is created in a dialogue between the public and the experts, but itôs also mediated by 
technology, by the architecture and structure of those spaces in which we feel secure or insecure.  

Crucial in airport security is to make a balance between sterile and non-sterile environments at this 
moment of the screening point. The old magnetometer was introduced in 1972, and the metal 
detection archway had been the standard for over 20 years when the millimeter wave scanner was 
developed. Public perception of security had been based on and through this version of technology 
that they could see, and what they were familiar with. When the millimeter wave scanner was 
introduced in the mid-2000s, it produced very vivid images of naked bodies, rather than a benign 
ñdingò if you had left your belt on. This caused an enormous amount of public pushback, and the 
sense of the invasion of privacy was substantial and unwarranted. This resulted in an interesting 
dilemma: the millimeter wave scanner is a better technology for the detection of threats against 
aviation security, yet the public appetite for it was close to zero. People thought it was dodgy; they 
were worried about naked images of their children.  

In 2013, the Automatic Threat Detection (ATR) system was created. This system algorithmically 
extrapolated from the naked image to a ñginger-bread personò that gave you an ñOKò or a ñno-OKò 
sound. One of the reasons they did this was to protect privacy. In this transformation process, they 
also removed all capacity for memory in the machine itself. ñOne of the ways we are going to protect 
your privacy by design is taking out all the memory.ò In consequence, there is no way to know whether 
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or not the machine made a good choice. This privacy-by-design solution means that the system is un-
examinable ï you canôt tell how good it is. There is no case of significant detection at that screening 
point, but there is no data that it has failed either. This creates a fundamental tension between privacy-
by-design architecture and the capacity to provide security, as well as the perception of security. Even 
though the ginger-bread man looks more benign, it nonetheless has a boy and a girl button. This can 
be problematic, because trans- and cross-dressed people are almost routinely sent off for secondary 
screening. That also the case for people with prosthetic limbs etc., so even though it removes one set 
of prejudices from the system, it embeds another set.  

After 9/11, the international aviation security regime and international organisations felt that they 
needed to reorient their security culture. The public management tool that they adopted was risk 
management, which is a very complex system. It is unclear who is in charge of what, which are the 
different authorities, etc. Even if each of the different agencies did their own risk management, none of 
them would have an overall view of what the entire system looked like. Furthermore, part of the 
problem can also be found at the juncture between real risk and perceived risk. For example: being 
involved in a terrorist attack or plane crash are extremely rare instances but are perceived to be 
common, whereas suffering a heart attack is much more likely yet perceived very rare.  

Risk management is a way of schematizing the threat to a particular agency. One gauges the 
frequency, or probability, of attacks with their impact. Once these are ranked in a particular system, 
you essentially make four judgements. You either accept the risk (as part of doing business), mitigate 
the risk (by trying to reduce the probability of attacks), transfer the risk (by e.g. taking out insurance) or 
avoid the risk (by saying this is no longer our problem). The millimeter wave scanner was an attempt 
to mitigate the risk of attacks using explosives hidden in clothing.  

The 2010 public outrage surrounding millimeter wave scanner was based on privacy concerns. The 
argument was that the scanner should not be able to show naked images of children, because that 
would amount to child pornography. The implication seemed to be that either you went through the 
scanner, or you went through a full-body cavity search. Part of the problem, in terms of risk 
management, was that studies had showed that random selection of individuals was as effective as 
targeted selection. There is a disjuncture between a technology that works better on the one hand, 
and public perception of the cost involved (in terms of privacy) and the security provided on the other. 
There was no forensic data indicating that the scanner had ever successfully caught anyone. In 
Germany, a high false positive rate was recognized, which can be the case even when someone has 
not forgotten things like keys, belts, etc. This, again, led to embedded bias and huge costs; it was a 
political problem. The technology is more effective in terms of detection, and despite its cost is meant 
to provide more security. Furthermore, the machineôs capacity for image memory has been removed. 
There is a lack of data that leads to incapacity to determine the probability of attacks and no way to 
determine the impact.   

The core dilemma at the intersection of technology, security and perception is that ï even if the 
millimeter wave scanner is technologically better ï the privacy invasion is grave. In particular, the 
measures that were installed to meet the privacy concerns subsequently undermined the capacity of 
the authorities to reveal the efficacy of the technology. So in order to protect privacy, they sacrificed 
the case for providing more security. There is an idea to promote a security culture in all aspects of 
aviation security. Rather than focusing on behaviour and procedures, the new focus was going to be 
security values and awareness. Incidents were no longer to be seen as failures of the system, but 
rather learning events.  

The keynote was concluded by drawing valuable insights from the example of the millimeter wave 
scanner to the LASIE project. One lesson to be taken from the millimeter wave scanner is that the 
proportionality argument was not sold well in any circumstances, neither to Europeans nor Americans, 
or Canadians. Furthermore, looking at public acceptance numbers for the millimeter wave scanner, 
people are much more willing to accept it now, since they see that object generated is the generic 
ginger-bread man, and publicity played a big role in increasing acceptance rates. 
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5.5.2 Discussion  

The first discussant was Petros Daras.79 His questions and comments comprised several issues, such 
as how the scanners could be used further and in different ways that may be useful given the better 
technology, and why these scanners were only used inside the airport complex, as opposed to their 
usage at the entrance.  

The second commentator was Dariusz Kloza,80 who started off by underlining the importance of the 
change, i.e. the profound change that society has undergone from risk management being used as a 
tool, to an entire culture of security, as reflected on by Salter. Kloza also stressed the notion of 
proportionality and the concept of Privacy by Design.  

In the discussion with the audience, the threat of non-travellers at the airport, such as the pilot, was 
brought up, as well as a question about whether it be fruitful to simply move the screening point further 
away from the central airport, e.g. at the very entrance of the airport, to which Salter underlined the 
importance of mobility rights. Another question had to do with measurement within the context of the 
security culture, to which Salter recapped his point about learning from incidents rather than 
registering them as failures. A final question asked which types of checks and balances can be 
applied so that surveillance can be done effectively and that it does not impose too much on privacy. 
Salter concluded by reminding the audience about the distinction between risk management, which is 
about quantification and profiling, and a security culture, which is about broadening what/who gets 
counted as a security risk. 
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6  Observations and recommendations 
First and foremost, the recommendations issued in Deliverable D2.2 remain valid. The LASIE 
consortium and its institutional members need to continue taking into consideration the three main 
changing factors ï i.e. the society, technology and regulation ï into its work. They should closely 
follow regulatory developments (i.e. legislation and other policy-making) in the areas ï inter alia ï of 
privacy and personal data protection, cyber-security, due process (fair trial) and digital evidence. They 
should continue assessing the impacts of the LASIE research and prototype on the society.81 

What we add here is an institutional emphasis. As the LASIE project comes to an end, some 
continuity of the care for societal concerns must be ensured. We thus argue that now the 
individual partners in the LASIE consortium ï who would be deploying the LASIE prototype, or parts 
thereof ï on the market should take these old and new recommendations into account. 

Furthermore, in the present Deliverable we have briefly analysed technological, regulatory and 
societal change that have occurred or impacted Europe since September 2016 until October 2017. We 
have looked at the development of technical standards for MPEG as well as the creation of the Ethics 
and Digital Evidence (EDE) module for the LASIE prototype. We have subsequently analysed 
regulatory changes in the field of privacy, personal data protection, fair trial and digital evidence. We 
eventually looked at the varying nature of societal acceptability, especially in the aftermath of recent 
terrorist attacks and in response to the many surveillance measures introduced to combat them. 

For this Deliverable, we have also revisited reports from our four seminars we had organised in Oslo. 
These reports have provided us with a broader picture and a greater understanding of the ósocietal 
sideô of the LASIE project. We thus learn as the projects ï such as LASIE ï progress. We agree with 
Clarke that PIAs must ñget beyond window dressingò and they need to be adequately applied. We too 
agree with Bellanova that privacy ï and other societal concerns ï in practice come as an afterthought, 
ñsomething that comes after the introduction of a security measureò and this status quo ï we argue ï 
must be remedied.  

We follow the lessons Hildebrandt left us with regard to machine learning, e.g. that the choice of a 
training set for a machine determines the output, that ódataô is not necessarily the same as facts, that 
even a machine can be biased, that it actually helps the humans taking a decision, or that machines 
do have agency ï even though they are mindless ï no matter whether we like it or not. All these have 
ï on our view ï a great influence on individualôs dignity and the principle of fair trial, among others. We 
argue that due respect for these values and principles must be given. 

We agree with Galdon Clavell that ósmartô in practice equals to surveillance and that this ósmartnessô 
has to be assessed against a wide range of societal concerns in order to properly work in the society. 
We agree that the technology procurement and development, in practice, is not well planned and 
rarely it has a human being as its core concern. Again, this has to be remedied.  

And we agree with Salter that contemporary Western democratic societies move towards a ñsecurity 
cultureò. We sympathise with his observation that the implementation of Privacy by Design principles 
in airport body scanners removed a possibility to verify the accuracy and efficacy of this technology 
and thus it is being deployed without any evidence of societal necessity and proportionality. We 
support Salterôs call for a comprehensive assessment of technologies, at a higher level of deployment 
(e.g. a ministry level) as fragmentised assessments often do not live up to the expectations vested 
therein.   

All in all, this Deliverable brings suggestions as to the way how the care for societal concerns in 
ósmartô surveillance ótoolsô could be implemented in practice. We have paid special attention to the 
guidance on data protection impact assessment (DPIA) as we strongly believe that the LASIE 
prototype, after it is deployed on the market, would fall into an obligation to carry out such an 
assessment. (Even when it is deployed before the new legal framework for data protection in the EU 
becomes applicable, i.e. before May 2018.) We further suggested complementing a relatively 
narrow in scope DPIA with a broader assessment that would comprise as many societal 
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concerns as possible ï to a reasonable extent. One of them is social acceptance of surveillance 
ótoolsô that closely follows negative events in the society, such as terrorist attacks. Put simply, a critical 
reflection on the wider societal context in which the LASIE prototype is deployed is indispensable. 

In the rapidly changing area of digital evidence, we maintain our original recommendation for the 
partners to closely follow its development, yet we add here a modest suggestion where to look. We 
recommend engaging with the legacy of the EVIDENCE project in order to take into account the 
identified best practices and suggested guidelines for handling digital evidence. We also 
suggest to follow similar research projects ï regardless if co-funded by the European Union or not ï 
should these be dealing with digital evidence and their use in criminal proceedings in Europe. 

All in all, the closure of the LASIE project is not the end of the debate about relationship between the 
ósmartô surveillance ótoolsô and the society. The legacy of our work in LASIE, we believe, could serve 
as an early reference work to sister research projects, policy makers and technology developers, 
among others. The journey continues. 

 


